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Introduction

The International Workshop on Real and Complex Singularities is organized by
the Singularities Group of the Institute of Mathematical and Computer Sciences
(ICMC) of the University of Sao Paulo (USP), campus Sao Carlos. It is one
of the key events for people working in singularity theory, algebraic geometry,
bifurcation theory and related areas. It brings together world experts and young
researchers to report on their recent achievements, to exchange ideas and to
address trends of research in a highly stimulating environment. The Workshop
is a bi-annual event which started in 1990.

The 15th edition of the International Workshop on Real and Complex Sin-
gularities took place from July 22 to 28, 2018 at the ICMC-USP, Sao Carlos.
It was dedicated in honor of Maria Ruas and Terence Gaffney’s 70th birth-
days and Marcelo Saia’s 60th birthday. As in previous editions, the Workshop
aimed at the interaction between undergraduate and graduate students, young
researchers and world experts of Singularities and other related areas, and the
dissemination of scientific works. The activities of the Workshop consisted of
lectures, short courses, communications and posters on the most diverse fronts,
within the Theory of Singularities. The program consisted of 20 plenary sessions,
6 among them were special plenary sessions, where the speakers presented pa-
pers recently developed in collaboration with professors Terence Gaffney, Maria
Ruas and Marcelo Saia, honored in this edition, 48 ordinary sessions, and 34
posters.

We consider that the Workshop successfully achieved its goal. The quality of
the lectures presented was strongly appreciated by the participants; the themes
of the offered short courses and the effective participation of graduate students
and young researchers were again highlights of this event.

It had a significant number of participants. The 145 participants came from
several Brazilian and foreign institutions, for example, from the USA, Japan,
Spain, France, England, Canada, Peru, Mexico, Poland, Germany. We thank
the speakers and the participants whose presence was the real success of the
Workshop.

The organization of the Workshop was possible thanks to the help of many
people and institutions. The members of the Scientific Committee: Enrique Ar-
tal Bartolo, Jean-Paul Brasselet, Alexandre César Gurgel Fernandes, Marcelo
Escudeiro Hernandes, Zbigniew Jelonek, Ursula Ludwig, Takashi Nishimura,
Regilene Delazari dos Santos Oliveira, Maria Aparecida Soares Ruas, José Seade,
Mihai Tibar. The members of the Organizing Committee: Grazielle Feliciani
Barbosa, Nivaldo de Gées Grulha Junior, Raimundo Nonato Araijo dos San-
tos, Thais Maria Dalbelo, Aurélio Menegon Neto and Miriam da Silva Pereira.
The Workshop was funded by Institutions from Brasil: FAPESP, CNPq and
INCTMat.

The articles in the present volume were submitted by participants of the
15th International Workshop on Real and Complex Singularities. They show a
wide spectrum of topics in Singularity Theory. We thank all the contributors
for their high quality research articles.
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ON THE INDEX OF PRINCIPAL FOLIATIONS OF SURFACES IN R3
WITH CORANK 1 SINGULARITIES

J. C. F. COSTA, L. F. MARTINS, AND J. J. NUNO-BALLESTEROS

ABSTRACT. It is well known that the index associated to the principal foliations at a cross-cap

point is % In this work we study the index for other corank 1 singularities from (R?,0) to

(R3,0) which either are simple or are non-simple but included in strata of Ae-codimension
< 3. We show that the index, under certain conditions, is always 0 or 1, bearing out that the
Loewner conjecture could be true for all corank 1 singularities.

1. INTRODUCTION

The classical Loewner conjecture states that the index of the binary differential equation
(BDE) which represents the equation of the principal directions of a smooth immersed surface
in R? at an isolated umbilic point is always less than or equal to 1. The Loewner conjecture
is a stronger version of the famous Carathéodory conjecture, which claims that every smooth
convex embedding of a 2-sphere in R3 must have at least two umbilics. In fact, since the sum
of the indices of the umbilics of a compact immersed surface is equal to its Euler-Poincaré
characteristic (according to the Poincaré-Hopf formula) it follows that the Loewner conjecture
implies the Carathéodory conjecture, not only for a convex embedding of a 2-sphere, but for any
immersion. The Loewner conjecture is true in the analytic case (cf. [19, 30]) but the smooth
case is still open, as far as we know.

A natural question is whether or not the Loewner conjecture is still true when we consider
a singular surface parametrised as the image of a smooth non-immersive map germ
f : (R?,0) — (R30). In fact, if the non-immersive point is isolated then we have a well
defined BDE for the principal directions outside the origin and it makes sense to consider the
index of the singular point of the BDE. By definition, the corank of f is the dimension of the
kernel of its differential at the origin. When f has corank 2, then it is known that this conjecture
is false, since it is not difficult to construct a surface with an isolated singular point of index
two (see [11], Remark 4.7). However, we believe that if f has corank 1, then the index is always
less than or equal to one and hence, the Loewner conjecture is also true in this case. The main
purpose of this paper is to analyse many examples which support this conjecture.

The family of examples we consider here is taken from Mond’s classification in [23], where
he gives a classification under A-equivalence (that is, changes of coordinates in the source and
target) of all smooth germs f : (R?,0) — (R?,0) which either are simple or are non-simple but
included in strata of A.-codimension < 3. All map germs in this list have corank 1, so we can
use them to test our conjecture. Of course this list is far from being a complete classification,

2010 Mathematics Subject Classification. Primary 58K05; Secondary 34A09, 53A05.

Key words and phrases. Singular surfaces, Lowener conjecture, index, principal lines.
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The second named author has been supported by grant 2018/19610-7, Sdo Paulo Research Foundation (FAPESP).
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but they are the most natural examples to begin with the analysis. Our main result is that the
index, under certain conditions, is always 0 or 1 in all these examples (Theorem 3.4).
In final of the paper we also consider generic deformations of the singular surface. Let

fr: (R%,0) = (R3,0), X (—¢¢),

be a generic deformation of a corank 1 map germ f, i.e. fo = f, fx is generic for A # 0 and the
map (A, t) — fi(¢) is smooth. D. Mond showed in [24] how to count the number of cross-caps
in fy. Using his result, we estimate the number of umbilic points that appear on the image of
fx in a neighbourhood of its singular point (Proposition 5.3).

Some references for index of BDE’s are [4, 6, 7, 8, 20].

2. SURFACES WITH CORANK 1 SINGULARITIES

We shall consider surfaces in R? defined as the image of a corank 1 smooth map f: U — R3,
where U is an open subset of R?. The differential geometry of singular surfaces has been an
object of interest in the past decades and it can be considered with different approaches (cross-
caps or Whitney umbrellas, cuspidal edges, swallowtails or more general types of fronts, etc.)
For example, see [3, 10, 14, 16, 17, 22, 25, 26, 27, 28]. See also [21], where the authors studied
in depth the geometry of surfaces in R3 with corank 1 singularities.

From the Singularity Theory point of view, if we are concerned in corank 1 map germs
(R%,0) — (R?,0) up to A-equivalence then we have a classification list given by D. Mond in
[23]. The Mond’s classification is summarized in Table 1 for either simple map germs or non-
simple but included in strata of A.-codimension < 3. When k is even, S’,j is equivalent to S, ,
and C’,j to C .

We recall that two map germs f,g : (R?,0) — (R?,0) are said to be A-equivalent, denoted
by f ~ g, if there exist germs of diffeomorphims & : (R?,0) — (R?,0) and & : (R?,0) — (R?,0)
such that ¢ = ko f o h~!. For more details about definitions and notations from Singularity
theory used in this work (such as, A.-codimension, simple germs, etc.), see [31].

Table 1: A-classes of corank 1 map germs (R?,0) — (R3,0) either
simple or non-simple but included in strata of A.-codimension < 3 (cf. [23]).

Germ Ac-codimension Name
(z,y°, xy) 0 Cross-cap (Sp)
(.92 y° a2 ly), k>1 k S
+

(z,y%, 2y £y* ), k> 2 k Bi
(z,y% 2y £ a*y), k > 3 k Cy

(z, 9%, 2%y + ) 4 Fy

(z, 2y +y** 1, y%), k> 2 o k Hy,

3 .2 4
(x,xy—f—y,xy +ay )7047&0157135 3 P3

Surfaces in the same A-orbit clearly have diffeomorphic image but not necessarily they have
the same local differential geometry. So, we cannot take f as one of the normal forms in the
above table. We need parametrisations for corank 1 surfaces in R® obtained with changes of
coordinates at source and target which preserve the geometry of the image.

The geometry of singular surfaces parametrised locally by a germ of a smooth function .A-
equivalent to one of those in Table 1 is considered, for instance, in [10, 15, 26].

We summarize in the next result the partition of the set of all corank 1 map germs
f : (R%2,0) — (R3 0) according to their 2-jets under the action of the group A? (i.e., the
group of 2-jets of diffeomorphisms in the source and target). We denote by J?(2,3) the space of
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2-jets j2£(0) of map germs f : (R?,0) — (R?,0) and by X1.J2(2,3) the subset of 2-jets of corank
1.

Proposition 2.1. (Classification of 2-jets [23]) There exist four orbits in X*J?(2,3) under the
action of A2, which are

(x’ y27xy)’ (m?y2’0)’ (xﬂxy7 0)! (x’ O’O)‘

The following result gives relevant parametrisations for corank 1 surfaces in R? according to
the classification given in Proposition 2.1. The cross-cap case, that is, when 52 f(0) ~ (z,%?%, xy)
is done in [10, 32], and the case j2f(0) ~ (z,0,0) is not of our interest here because f is a non-
simple wich is included in a stratum of A.-codimension > 3.

Proposition 2.2. ([15]) Let f : (R?,0) — (R3,0) be a corank 1 map germ. Then, after using
smooth changes of coordinates in the source and isometries in the target, we can reduce j* f(0)
to the form

k k
1 b; . 1 Qij ;s
(1) (x7y) — x, §y2+2ﬁxl, §a20x2+ Z ﬁﬂyj )
=2 i+j=3 -
if 72£(0) is A-equivalent to (z,y?,0), or
b 1 Foag
(2) () = | @, ay+) 5y’ Sawn®+ Y |
i=3 i+j=3

if 52f(0) is A-equivalent to (z,zy,0), where b;,a;; are constants.

Let f : (R%,0) — (R3 0) be a map germ of corank 1 and let j¥f(0) be given by (1) in
Proposition 2.2. Then, the conditions for f to be A-equivalent to Sk, By, Cy or Fy are as follows
(see [15, 26)):

St aoz # 0,a21 # 0,
Sk>2: ap3 #0,a21 =+ = ar1 = 0,a,41)1 # 0,
B2 . aps = 0, a1 7é O7 3a05a21 — 5(1%3 75 O,
(3) BkZS : aps = 0, a21 7é O, 3(1050,21 — 5a%3 = 0,
53:.“251’671:075]6#07
Ck>3: aps3 =0,a21 =+ =ag_1)1 = 0,ar1 # 0,a13 # 0,
Fy: agz = 0,a21 = 0,a31 # 0,a13 = 0,a05 # 0,

where &, depends on the (2m+1)-jet of the third component of (1) in Proposition 2.2 (see [15]).
If f is such that the j*f(0) is given by (2) in Proposition 2.2, then the conditions for f to be
A-equivalent to Hy or P3 can be deduced in a similar way (see for instance [26]). In particular,
we distinguish between the Hj and P; singularities by looking at the coefficient ag3. We have:
Hi>2: a3 #0,
(4) P3 : aps = 0.
In order to characterize completely the Hy and P5 singularities some more conditions are
necessary (see [26]). Since these other conditions are not used here in our calculations, we will
omit them except for the condition ags—3a12b3 # 0 for P3-singularity which we show now. In fact,

let f be A-equivalent to Ps. We compute the double point curve of f(x,y) = (x, p(z,v), ¢(z,v)),
which is defined by equations:

p(x,y) —ple,w) _ gq(@,y) - q(z,u)
y—u Y—u

=0.
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This gives us the two following equations:

24z + 4bs(u® + uy + v?) + ba(u® + vy + uy® + 33) + h.o.t. =0,

aos(u® +uly +uy? +y*) + dwarz3 (v 4+ uy + y?)

+ 6x(azex + 2a12)(u +y) + 12a9122 + 4as12® + h.o.t. =0,
where h.o.t. means “higher-order terms”.
Now, using the first equation to eliminate the variable x, one obtains a curve in the plane
(y,u) which is isomorphic to the double point curve:
W = 1/24(u + y)(aos(u® + ) — 2a12b3(u* + uy +y*) + h.o.t. = 0.

We know from [24] that if f is A-equivalent to P, then the Milnor number of W at the
origin must be equal to 4. This implies that W is 3-determined and thus, its 3-jet has to be
nondegenerate. In other words, the discriminant of j3/(0) must be different of 0, that is,

(aps — 3ai2b3)(aps — aizbz) # 0
holds. In particular, agy — 3a12b3 # 0.

3. INDEX OF LINES OF CURVATURE

Let f: U C R? — R3 be a smooth map given by f(z,y) = (f1(x,y), f2(z,y), f3(z,y)). The
first and the second fundamental forms for f are given, respectively, by

I =FEds? +2Fdedy+ Gdy* and II = Ldx®+ 2M dxdy + N dy?

where

E:<f$af$> ) F:<fx7fy> ’ G:<fyvfy> )

_ det(fwafyvfmz) M= det(fzafyafacy) N = det(fo;vfyafyy)

VEG-F? '’ VEG-F? '’ VEG-F?2 '’
and the subscripts denote partial derivatives. It follows that L, M, N are only defined if the
denominator does not vanish; that is, at the regular points of f because EG—F? = || f, x f,|| # 0
only in these points. For situations which include the case where f may have singularities, we
can define

(5) L/:det(fxafy7fzz) y M/:det(fmfyvfzy) 5 N/:det(fmfyvfyy) 5

and work with this functions instead of L, M, N.
We recall that umbilics points are regular points of f in which the second fundamental form
is proportional to the first. Then, the rank of the matrix

(555

is not maximal either at an umbilic or at a singular point of f.

Suppose that (z,y) is a regular point of f which is not umbilic. Then the principal directions of
f at (x,y) are defined as the directions determined by the eigenvectors of the second fundamental
form at (z,y). The equation of the principal directions of f is given by the binary differential
equation (BDE)

(7) (FN' — GM') dy? + (EN' — GL') dzdy + (EM' — FL')da® =0 .

L

Thus, the principal directions define a pair of orthogonal line fields on the surface, which are
singular either at an umbilic or at a singular point of f.
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The equation (7) can be seen as a particular case of a positive quadratic differential form
(PQD) on M = f(U) in the sense of [13], that is, as a quadratic differential form w such that for
every point p in M the subset w(p)~!(0) of the tangent plane T,M of M at p is either: (i) the
union of two transversal lines (in this case p is called a regular point of w), or (ii) all T,M (in
this case p is called a singular point of w). In local coordinates (z,y), a PQD form is given by

(8) w = A(z,y)dy’* + B(z,y)dzdy + C(x,y)dz?,

where A, B,C are smooth functions, called the coefficients of the PQD, such that
B? —4AC > 0. Because (8) is a PQD, B? — 4AC = 0 if and only if A = B = C = 0
([13]). The points where A = B = C' = 0 are the singular points of w and the set

A = {(z,y) € U; B> — 4AC(z,y) = 0}

which is called the discriminant of the PQD coincides with its singular set. (For a general
quadratic differential equation which is not necessarily a PQD, the discriminant A is different
from the set of singular points of the equation; see for example the survey paper [29].)

Therefore, if w is the PQD (7) associated to f then (z,y) € A if and only if (x,y) is an
umbilic or singular point of f (and hence a singular point of w), which can be easily seen from
the matrix (6). Then, all important features of the equation (8) occur on the discriminant.
Taking an isolated singular point p of w, we can consider the index at p associated with any of
the lines of principal curvature determined by w, which is denoted in the literature by ind(w, p)
but we shall denote here by indp(f,p) in order to specify f and with P indicating principal,
as a reference for the equation (7). This means the number of turns of the line field when we
run through a small circle centered at p. For instance, we can easily to compute the index
of the three types of generic umbilics classified by Darboux (see, for instance, [2, 9, 12, 14]):
the lemon (or D;), the monster (or Ds) and the star (or Ds), which are 1/2, 1/2 and —1/2,
respectively. Moreover, from the description for the principal lines at a cross-cap point p of f,
whose configuration can be found in [12], for example, we deduce that the index indp(f,p) is
1/2 (see Figure 1).

F1GURE 1. From left to right: configuration of integral curves of the principal
directions at generic umbilics D1, Do and D3, and of the principal lines at a
cross-cap point of f, W.

In order to consider the index indp(f,p) it is necessary to have p as an isolated singular point
of w (for example, we should eliminate the possibility of the existence of a sequence of umbilic
points on the smooth part of the surface that converges to p). We shall consider this question.
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For this, we use the following lemma which shows that the index of an isolated singular point of
a PQD is related to the mapping degree, given in terms of the coefficients of w.

Lemma 3.1. ([18], Part 2, VIII, 2.3) Let p be an isolated singular point of the positive quadratic
differential form w = A(x,y) dy? + B(z,y) dedy + C(z,y) dz®. Then,

ind(w, p) =~ deg((4, B),p) = — 3 deg((B,C), )

where deg((A, B),p) and deg((B,C),p) denote the mapping degrees of the maps (A, B) and
(B, C), respectively, at p.

Let h : (R",0) — (R™,0) be a continuous map such that 0 is isolated in ~~1(0). The degree
deg(h,0) of h at 0 is defined as follows: choose a e-ball B? centered at 0 in R™ so small that
h=1(0)N B? = {0} and let S”~! be the (n — 1)-sphere centered at the origin of radius e. Choose
an orientation of each copy of R™. Then the degree of h at 0 is the degree of the mapping
ﬁ 0 §n=l 5 gn=l (§n=1 C R™ is the unit standard sphere), where the spheres are oriented
as (n — 1)-spheres in R™. If h is differentiable, this degree can be computed as the sum of the
signs of the Jacobian determinant of h (i.e., of its derivative) at all the h-preimages near 0 of a
regular value of h near 0.

We also recall that h : (R*,0) — (R",0) is a quasi-homogeneous map germ with weight
a=(a1,...,a,) € N® and quasi-degree d = (dy,...,d,) € N if

h,‘()\all‘l, /\“2332, ey /\a".l‘n) = )\dihi(l‘l, o, ... ,Jin)
for each ¢ = 1,2,...,n and all A > 0. We say that a smooth function has quasi-order m if
all monomials in its Taylor expression have quasi-degree greater than or equal to m. We say
that h is a semi-quasi-homogeneous map with weight a and quasi-degree d if h = g + G with
g a quasi-homogeneous map germ with weight a and quasi-degree d such that 0 is isolated in
g~ 1(0), and each component G; of G has quasi-order greater than d;, i = 1,2,...,n.

The following theorem shows that for semi-quasi-homogeneous map germs, the degree at a
zero coincides with the degree at this zero of its quasi-semi-homogeneous part.

Theorem 3.2. ([5]) With the above notations, let h = g+ G be a semi-quasi-homogeneous map
germ. Then 0 is isolated in h=(0) and

deg(h,0) = deg(g,0).

Before giving the results about the index of the lines of curvature for a corank 1 surface, we
present an illustrative example explaining all our calculations.

Example 3.3. Let Sf-standard be the map germ given by (z,y?,y> + 2%y) as in Table 1. The
coefficients of its first and second fundamental forms are, respectively:

E=1+42%? F =2zy(2®+3y?), G =4y>+ (2 +3y%)?
and
L' =4y M =4zy, N' =—22%+6y°
Let Ady? + Bdxdy + Cdx? = 0 the BDE of the principal directions of Sf‘ -standard. Then,
from (7) we have that

A= —8x%y—1621y> — 24233, B = —222+6y* —122%9% — 16y* —36y°, C = day+8x3y> — 24xy°.
Consider the map germ h = (B,C) : (R?,0) — (R2,0) given by h = g + G taking
g(z,y) = (=222 + 6y°, 4oy) and G(z,y) = (—12z*y? — 16y* — 3615, 823y> — 24x9°).
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In this case, g is a homogeneous map germ, 0 is isolated in g—1(0) and each component G; of
G has quasi-order greater than 2. Then, by Theorem 3.2, the degree of h in O coincides with the
degree of g in 0. It is easy to calculate the degree of g in O, which is -2. Hence, by Lemma 3.1,
the index of the BDE associated to S7 -standard is 1.

The case Sy -standard is analogous. Repeating this same sketch of calculations, we can con-
clude that the index of the BDE associated to Sy -standard is 0. Figure 2 shows Sy and S -
standards surfaces with their lines of curvatures.

FIGURE 2. Standards Sf and S| surfaces and their lines of curvature.

In Proposition 2.1 are listed four orbits in $'J2(2,3) under the action of group A%, with
the first one corresponding the known case of the cross-cap (cf. [10, 32]) and the fourth orbit
listed corresponding to a non-simple germ wich is included in a stratum of A.-codimension
> 3. Then it is just remaining to consider two cases in the 2-jet classification: (z,y?,0) and
(z,zy,0). The next theorem complete the study of the index of an isolated singular point of a
BDE which represents the equation of the principal directions of a corank 1 simple map germ
f: (R%,0) — (R3,0) or non simple but in strata of A.-codimension < 3.

Theorem 3.4. Let f: (R%,0) — (R3,0) be a corank 1 simple map germ or non-simple strata
of Ac-codimension < 3. Consider j* f(0) as in Proposition 2.2. If a2y — as1ag3 # 0 then 0 € R?
is an isolated singular point of the BDE associated to f given in (7) and
0 Zf as1a03 < 0
ind'p(f, 0) = 0 if Q%Q > a21003
1 Zf a%z < a21a03

if 7°£(0) has type (z,y>,0) and
il’ldp(f, 0) =

if 72f(0) has type (x,xy,0).

Proof. Under hypothesis, we just need to consider map germs which are A-equivalent to one of
those given in Table 1 and such that the 2-jet has the type (z,y?,0) or (z,zy,0). We divide the
proof in three parts. In all of them, we start with the following procedure:

Given f : (R?,0) — (R?,0), we first calculate the coefficients E, F,G, L', M', N’ associated
to f; second we get the BDE expression of the principal directions of f given by (7), denoted
here by Ady? + Bdxdy + Cdxz? = 0.

These calculations can be done quickly using for instance the Mathematica software. Thus,
they will be omitted here.

0 if anap3 <0
1 Zf asiagsz > 0



8 J. C. F. COSTA, L. F. MARTINS, AND J. J. NUNO-BALLESTEROS

Part 1. j2£(0) ~ (z,%2,0).

e Consider f A-equivalent to S; given in Table 1 (this means f is A-equivalent to Sf‘ or
S7). The conditions on the coefficients of a S;-singularity are ags # 0 and as; # 0. We use the
same procedure given in Example 3.3. After calculating the coefficients of the first and second
fundamental forms associated to f and getting the BDE expression of the principal directions of
f, let us take the semi-quasi-homogeneous map h = (B, C) : (R?,0) — (R?,0). So, in this case
we can consider h = g + G, where

a21

a
g(z,y) = (—7x2 + %yz’ a1y + a12y?)

is quasi-homogeneous (in fact homogeneous) and G has higher order terms. We call resultant
of g to the resultant of the two components of g (with respect to one of the variables). The
resultant of g is given by the expression a?, — asjags (which is not zero by hypothesis) then we
can conclude that 0 is isolated in g~*(0). Therefore, by Theorem 3.2, 0 is isolated in A ~1(0) and
the degree of h in 0 coincides with the degree of g in 0. Now we apply Lemma 3.1 to calculate
the index indp(f,0). To do this, let us calculate the degree of g at 0. Since aps, a1 # 0, it may
occur:
(1) as1ap3 < 0 or (11) as1ap3 > 0.

Taking the following change of coordinates in the source of g

X = a0 + a2y
Y=y

it holds that

1
g~ (7E(X2 —2a12 XY + (052 - a21a03)Y2),XY).

Taking now the change of coordinates in the target ki(u,v) = (—2a91u,v), we have
g~ (X? —2a12XY + (a3y — az1a03)Y?), XY).
After one more change of coordinates in the target given by ko(u,v) = (u + 2a12v, v), it holds
that
g~ (X?+ (afy — az1a03)Y?, XY) = §(X,Y).
Due the previous change of coordinates, it follows that
deg (9,0) = —sgn(2X? — 2(at, — aza3)Y?) deg (g, 0),

where sgn denotes the sign of a function.

If agiap3 < 0 then a?y — agiaps > 0. So, g is not surjective and thus deg (§,0) = 0. Hence
deg (g,0) = 0 and thus indp(f,0) = 0.

If agiagz > 0, we have two possibilities: a2, > asj1ap3 or a2y < asiaps. If a2y > asjaps then
a}s — aziapz > 0 and as already done, indp(f,0) = 0. If a2, < aziapz then a3y — aziaps < 0. In
this case, the Jacobian determinant of g is equal to

2X2 2(&%2 — a21a03)Y2 >0

for any (X,Y).

Taking any regular value of g, there always exist two g-preimages for which the signs of the
Jacobian determinants are 1. Hence deg (g,0) = 2, which implies that deg (¢g,0) = —2 and thus
indp(f, 0) =1.

e Consider f A-equivalent to Sy given in Table 1, for any k& > 2. By conditions on the
coefficients of a Si-singularity given in (3) and by hypothesis a2, — as1aps # 0, one has that

a2 # 0.



ON THE INDEX OF PRINCIPAL FOLIATIONS OF SURFACES IN R3 9

We reproduce the same steps as in the previous case. From the coefficients B and C' of (7) for
f, we can take, for all k& > 2, the semi-quasi-homogeneous map h = (B,C) : (R?,0) — (R?,0)
given by h = g + G, where

A(k+1)1 a
(9) gz, y) = (— (k(:f),:c’““ + 50 a1zy2>

is quasi-homogeneous and G has higher-order terms. In the expression of the resultant of g
appears just ajs, which is not zero in this case. Therefore, for all k¥ > 2, the map germ ¢ in (9)
is clearly not surjective and hence its degree is 0. By Theorem 3.2, deg(h,0) = deg(g,0) = 0.
As consequence, by Lemma 3.1, the indp(f,0) = 0.

e Consider f A-equivalent to By given in Table 1, for any k& > 2. A Bj-singularity is
characterized by conditions which appear in (3). Since ag3 = 0, the general hypothesis reduces
to a12 # 0. We proceed in the same way as in the previous cases, following the same steps.

In this case, for all £ > 2, we can take the semi-quasi-homogeneous map

h=(B,C): (R?0)— (R?0)

given by h = g + G, where

1
(10) g(z,y) = (—2G21$2, amy2 + a2133y>

is homogeneous and G has higher-order terms. The resultant of g is given by a3yas; which is
not zero. Therefore, for all k > 2, the map germ g in (10) clearly is not surjective and hence its
degree is 0. Then, again we have that indp(f,0) = 0.

e Consider f A-equivalent to Cj given in Table 1, for any k > 3. A Cj-singularity is charac-
terized by conditions

aps = 0, a1 = Q31 = -+ = a(k_l)l = 0, a1 7& 0 and a13 7& 0

Then, the general hypothesis again reduces to a2 # 0. Proceeding in the same way as in the
previous cases, for all £k > 3, we can take the semi-quasi-homogeneous map

h=(B,0): (R?0) — (R? 0)
such that h = g + G, where

1
(11) g(z,y) = (—k,akwk,am?f) )

is quasi-homogeneous and G has higher-order terms.

In the expression of the resultant of g just appears ai2, which is not zero. Therefore, for all
k > 3, the map germ g in (11) clearly is not surjective and hence its degree is 0 from which one
concludes that indp(f,0) = 0.

e Consider f A-equivalent to Fy given in Table 1. The Fy-singularity is characterized by
conditions

ag3 = az1 = a13 = 0,a3; # 0 and ags # 0.

Then, the general hypothesis again reduces for aio # 0. In this case, we can take the semi-

quasi-homogeneous map h = (B, C) : (R?,0) — (R?,0) given by h = g + G, where

1
(12) g(xay) = <—60311‘3,a12y2)

is quasi-homogeneous and G has higher-order terms.
The resultant of ¢ is given by a;2 which is not zero. Therefore, the map germ ¢ in (12) is also
non surjective and hence its degree is 0. Thus indp(f,0) = 0.
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Part 2. j2f(0) ~ (z,2y,0) and f is a simple map germ.

In this case f is A-equivalent to Hy given in Table 1, with k& > 2. We have already seen in
Section 2 that a necessary condition to H-singularity occurs is ags # 0.

In this case, we can take the semi-quasi-homogeneous map h = (B,C) : (R?,0) — (R?,0),
h = g+ G, where

1 1
(13) 9(93, ZJ) = (6112»732 + aosry, §Cl21£132 - 261031/2)

is homogeneous and G has higher-order terms.

The resultant of g is given by the expression —a2s(a?, — as1ag3), which is not zero. Then 0
is isolated in g~1(0).

Consider the following change of coordinates in the source of g:

X=zx
Y = a27 + apsy -

Then
1
g~ (X}/’ ﬁ (—(a%z - aglaog)XQ + 2a12XY - Y2)> .
03

Taking another change of coordinates kj(u,v) = (u, 2a93v), now in the target, it holds that
g~ (XY, —(a3y — a21a03) X? + 2412 XY — Y?).
After one more change of coordinates in the target given by ka(u,v) = (u,v — 2a12u), we have
g~ (XY, —(a}, — az1a03)X* + 2412 XY — Y?) = §(X,Y).
Due the previous changes of coordinates applied in g, it follows that deg (g,0) = deg(g,0),
which does not depend on the sign of ags.

If a2, — as1a03 > 0 then § is not surjective. In fact, take for instance (0,¢) € R? e > 0 small
enough. Then there is not (X,Y") such that §(X,Y) = (0,€). Suppose by absurd that

XY =0 and — (a2y — ag1a03) X% + 2012 XY - Y? = .

From the first expression, X = 0 or Y = 0. If X = 0, then the second equation reduces
to —Y? = € > 0. Otherwise, if Y = 0, then we obtain —(a3y — az1a03)X? = € > 0 while
(afg — a21a03) > 0.

Thus, g is not surjective and deg (§,0) = 0 = deg (g,0). Hence, indp(f,0) = 0.

If a5 — az1a03 < 0, the Jacobian determinant of § is equal to

—2Y2 + 2(@%2 — agla(]g)X2 < 0.
For any regular value of g, there always exist two g-preimages for which the sign of the

Jacobian determinants of § are —1. Hence deg(g,0) = —2, which implies that deg(g,0) = —2
and thus indp(f,0) = 1.

Part 3. j2f(0) ~ (v,2y,0) and f is a non-simple strata of A.-codimension < 3.

In this case f is A-equivalent to Ps given in Table 1. We have already seen in Section 2 that
necessary conditions to Ps-singularity occurs are ags = 0 and apy — 3a12b3 # 0.
In this case, we can take the semi-quasi-homogeneous map h = (4, B) : (R?,0) — (R?,0)
given by h = g + G, where
1, 1 1 s
g(x,y) = | sazm1z” + | —Zaoa + sa12b3 | y°, a2z ),
2 6 2
is quasi-homogeneous with weight (3,2) and quasi-degree (6,6) and G has only higher-order
terms. Moreover, since a1z # 0 and ags —3a12b3 # 0, the resultant of g given by a3, (ags—3a12b3)>
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is not zero. Therefore g~(0) = 0. In particular, h is semi-quasi-homogeneous and deg(h) =
deg(g) = 0 because ¢ is not surjective. So, indp(f,0) = 0. O

From Theorem 3.4 it holds that:

Corollary 3.5. Let f be a map germ in the A-class of one of the map germs given in Table 1,
with j* f(0) as in Proposition 2.2. Suppose that a?y — aziaps # 0.

(i) If f ~ ST or Hy then indp(f,0) =0o0r1.

(ii) If f ~ Si&y, Bif,CFF, Fy or Ps then indp(f,0) = 0.

Remark 3.6. It follows from Theorem 3.4 that for any corank 1 map germ f satisfying its
hypothesis, the singularity of the BDE of the principal directions of f is an isolated point, i.e.
there is not sequence of umbilic points on the smooth part of the surface that converges to the
singular point of the surface.

4. GEOMETRIC INTERPRETATION OF THE CONDITION a%y — azjag3 # 0

Let f: (R?,0) — (R3,0) be a corank 1 map germ whose 2-jet has A2-type either (z,y?,0) or
(z,zy,0). We want to analyze the circles which have a special contact with f at the origin. To
do this, we need to look at the singularity type of the contact map germ Cy 4, : (R?,0) — (R2,0)
given by

Cuu(@,y) = ({f(2,9),v), | f(2,y) —u|* = u?),

where v,u € R?, ||v|| = 1 is the unit normal vector of the circle and u is its centre. Note that
the first component is nothing but the height function which measures the contact of f with the
normal plane to v and the second component the squared distance function which measures the
contact of f with the sphere of centre u.

In order to consider the desired contact we use the umbilic curvature, the binormal and
asymptotic directions defined in [21], which are related to contact properties of the surface given
by f with planes and spheres. The umbilic curvature s, is an important second-order invariant
of the f: when it is non-zero, then 1/k,, is the radius of the unique sphere with umbilical contact
(that is, contact of type ¥%? in Thom-Boardman terminology) with the surface at the singular
point. See [21] for details.

We recall that a map germ g : (R?,0) — (R?,0) has type ¥%! if and only if its 2-jet is
equivalent to (z2,0).

Lemma 4.1. Let f : (R%,0) — (R3,0) be a corank 1 map germ with 5 f(0) as in Proposition
2.2 and with non-zero umbilic curvature K, at the origin.
(i) If 52£(0) ~ (z,y%,0), there are exactly two circles with contact of type X*1 with f at the
origin, given by u = (0,0,1/as) and v = (0,0,1) or v = (0, —asg, b2)// a3, + b3.
(i) If j2£(0) ~ (x,2y,0), there is exactly one circle with contact of type %' with f at the
origin, given by u = (0,0,1/as) and v = (0,0,1).

Proof. Notice that the circle determined by u, v has contact of type 2! if and only if the sphere
of centre u has umbilical contact and the plane normal to v is binormal (i.e., it has a degenerate
contact ¥%1). Then, our results follow from the analysis of contacts with spheres and planes in
[21], where the umbilic curvature at the origin is £, (0) = |azo]. O

We observe that if j2f(0) ~ (z,32, xy) then there is not circle with contact of type ¥2! with
f at the origin (because there is not sphere with contact of type ¥2:2 with f, see [21] for details).
The circles with contact of type £2! with f given in the above lemma will be called %! -circles
for simplicity.
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Definition 4.2. Let g : (R?,0) — (R2,0) be a map germ of type ¥*!. We say that g is
Y21 _generic if it is A-equivalent to a finitely determined map germ of the form

(22, cox® + 312y + 3caxy® + c3y®),
for some cq, ¢1,co,c3 € R.

Remark 4.3. It follows from the definition that if 72g(0) = (22, cox® + 3122y + 3cazy?® + c3y3),
then a necessary condition for g being ¥*'-generic is that ¢3 — cic3 # 0. In fact, a necessary
condition for finite determinacy for map germs (R%,0) — (R?,0) is that its Jacobian determinant
has to be non-degenerate. A simple computation shows that the Jacobian determinant of j3g(0)
is 6z(c12? + 2comy + c3y?), so we must have c3 # 0 and c3 — cic3 # 0.

Corollary 4.4. Let f: (R%,0) — (R3,0) be a corank 1 map germ with j* f(0) as in Proposition
2.2 and with non-zero umbilic curvature k, at the origin. Assume that the £ -circles of f have
%21 generic contact. Then, a3y — aziagz # 0.

Proof. 1t is easy to show that for u = (0,0, 1/as) and v = (0,0, 1), we have:

. 1 1
7*Cy u(0) = <2020x2, —ﬁ(a:ﬁoﬂfg + 3a212°y + 3apwy® + a03y3)> .
20

When j2f(0) ~ (x,y?,0) and we consider u = (0,0,1/as) and v = (0, —asg, ba)/+/a, + b2,
we get

jgcv,u(()) - <

1 1
*ﬁazoya *7(6130553 + 3az12%y + 3ai2wy® + 00393) .
2\/a3, + b3 3a20

So the result follows from Remark 4.3.

5. UMBILICS AND CROSS-CAPS OF GENERIC DEFORMATIONS

Let f: U C R? — R3 be a smooth map. It was shown in [12] that f is principally structurally
stable at an umbilic point if and only if it is one of the Darbouxian umbilics D;, i = 1,2,3 (see
also [2]). Furthermore, the unique stable singularity for f is a cross-cap point.

The map f is said to be generic if the ulfoldings

DiR XU BOXR,  (u(5,) = (0 du(e,0)), daleg) = 31 (y) — ul?

and
H:S*xU— S*xR, (v,(z,y) = (v, hv(z,9)), hv(z,9) = (f(2,9),V)

are generic in the Thom-Boardman sense (see [11] for details). So, if the map f is not generic,
we can take a generic deformation fy : Uy C U — R3, X\ € (—¢,¢), of f, ie. fo = f, fa is
generic for A # 0 and the map (\,t) — fi(¢) is smooth, and the index indp(f,p) is equal to
(D1 + Dy — D3 +W)/2, where Dy, Do, D3 also denote the number of umbilics of each type and
W the number of cross-caps points that appear in fy near p, for A # 0 small enough.

When f : (R%,0) — (R3,0) is a corank 1 map germ and fy, A € (—¢,¢), is a generic
deformation of f, D. Mond showed in [24] how to count the number of cross-caps in f). More
precisely, it is showed the following possibilities for W in f) according the A-types of f given in
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Table 1: - o

£ s _ 2n;n=0,1,..., %~ if k£ is odd
Sy k21 w 2n+1;n=0,1,...,% ifkiseven
Bf Hpk>2: W=0,2

2n+1;n=0,1,..., 51 if kis odd
+ >3- _ ) s Ly I
Civk 23 w 2n;n=0,1,...,% if k is even
F4,P32 W:1,3

As an immediate consequence of this, we obtain some information about the number of umbilic
points in fy. In fact, this number is equal to Dy + Dy 4+ D3 = 2(indp(f,0) + D3) — W. So, if
W is even (respec. odd), the number of umbilic points that appear in f is even (resp. odd).
Consequently, we have:

Lemma 5.1. Let f : (R?,0) — (R 0) be a corank 1 map germ simple or non-simple but
including in strata of Ae-codimension < 3. If fy : (R?,0) — (R3,0) is a generic deformation
of f then the number of umbilic points that appear in fx near 0, for A\ small enough, is:

(i) even if f ~ Si (with k odd), Bif, Cif (with k even) or Hy;

(il) odd if f ~ S (with k even), Cif (with k odd), Fy or Ps.

We shall give more precise information about the number of umbilic points in f). Before
stating the result and proving it, we need recall some facts about multiplicity for special types
of singular points of a map.

Given a smooth map germ f : (R?,0) — (R3,0), we say that 0 is a 2-rounding of f if 0 is
either a 2-flattening (that is, there is a unit vector v € R? such that 0 is a singularity of type
%22 of hy) or a non-flat 2-rounding (that is, it is not a 2-flattening and there is u € R?® such
that 0 is a singularity of type X%2 of d,). It is known that a regular (resp. singular) point of f
is a 2-rounding if and only if it is an umbilic point (resp. it is not a cross-cap point). See [11]
for details. So, since a generic deformation of f only has umbilics of type D;, ¢ = 1,2,3, and
cross-caps, and since cross-caps are not 2-roundings, then in order to estimate the number of
umbilic points in f it is enough to estimate the number of its 2-roundings, which is denoted by
’I’LR(f,\7 0)

The number ng(fy,0) is related with the multiplicity of 0 as a rounding of f, ur(f,0), as
follows:

nR(f)nO) SuR(fao) and nR(fAvo) E;“’R(fvo) (m0d2)7
for A small enough, if ug(f,0) is finite (see Theorem 2.9 of [11]), where
_ C=(R?,0)
pr(f,0) = dimp ————=,
0 R(7.0)
with C°°(R?,0) being the ring of germs at 0 of smooth real-valued functions on R? and R(f,0)
the ideal generated by the germs at 0 of the 4-minors of the matrix given by

fi.  Ja. Js.
f,  fo,  fs,
Jrow  J20e J30a
Jroy  J2uy,  f3.,
flyy f27/7/ fSUU
where f = (f1, f2, f3). See [11] for details.
We also recall that if A : (R™,0) — (R™,0) is a smooth map germ with 0 isolated in h=1(0),
then the multiplicity w(h,0) of h at 0 is defined by

C>(R",0)
() -

QMmoo
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where (h) is the ideal generated by the components of h. It is known that p(h,0) is the number
of complex h-preimages near 0 of a regular value of h near 0. If h = (hq,...,h,), with each
h; being a homogeneous polynomial such that 0 is isolated in h=1(0), it is well known that
w(h,0) = dy ---d,, where d; is the degree of each h;. On the other hand, writing h = g + G,
where g = (¢1,...,9n) Wwith g; being the first non-zero jet of h;, then u(h,0) = u(g,0), if 0 is
isolated in g=1(0). When 0 is not isolated in g~(0) in the above construction, we can take a
suitable selection of weights associated with any variable in order to make possible a different
decomposition h = ¢’ + G’ satisfying u(h,0) = u(g’,0). In fact, it is valid the same statement of
Theorem 3.2, with multiplicity instead of index (see Remark 3.1 of [5]). Furthermore, one shall
use the following result:

Proposition 5.2. ([1, 5]) Using the above notations, let h = g+ G be a semi-quasi-homogeneous
map germ with weight a = (a1,...,a,) and quasi-degree d = (di,...,dy). Suppose that
w(h,0) < co. Then
dy---d,
al e a,n '

Let us denote by X' D; the number of umbilic points of fy, that is, X D; = Dy 4+ Do + D3. So,
one gets the following result:

p(h,0) = u(g,0) =

Proposition 5.3. Under the same assumptions in Theorem 3.4, if the umbilic curvature of f is
non-zero at the origin and fy is a generic deformation of f, then the number of umbilic points
of fx, for A small enough, if finite, satifies:

(i) f ~ Si Jk>1: YD; <k+1 with ¥D; = k4 1 (mod 2).

(i) f i Jk>3: YD; <k with ¥D; = k (mod 2).

(iii) f Bk or Hy,k>2: XD; =0 or2.

(iv) f~Fy or P3: ¥D; =1 or3.

Furthermore, D3 > W when indp(f,0) =0, and D3 > % when indp(f,0) = 1.

Proof. We shall count the number ng(fx,0) of 2-roundings of fy. Let us take f = (z, fa, f3) as
in Proposition 2.2.

Since f is not a cross-cap and k,,(0) = |azo| # 0, it follows from Corollary 2.17 of [21] that O is
a non-flat 2-rounding of f. From [11] we conclude that R(f,0) = (P,, Py, if j2f(0) ~ (z,y2,0)
and R(f,0) = (P, Py,) if j2f(0) ~ (z,zy,0), where

fe O fo O fo O
_| e E | fy O | fy 0
I A R R A
foy G foy G foy F
Let h: (R?,0) — (R?,0) given by h = (P, Pyy) or (P, P,,). Then
C>(R?,0)

=(f,0) = dimg = u(h,0).

(h)
e Let us suppose that j2f(0) ~ (z,%2,0).

If f~ Sf[ or B,f then as; # 0. After some calculations we take h = g + G, where
Fa212% — %a03y2)
and G has higher-order terms. Since the resultant of g is given by the expression
%agl(a%Q — ag1a93) and a?, — as1aps # 0 by hypothesis, we have that 0 is isolated in g~1(0) and

9(z,y) = (—a21x — a2y,
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it holds that
nr(fx,0) < pr(f,0) = p(g,0) = 2.
By Lemma 5.1, X'D; is even for Sft and B,:f and, therefore, XD, = 0,2 .

If f ~ Sk>o, C’ki or F; then we reproduce the same steps as in previous case, taking an
apropriated g such that h = g + G satisfies the Corollary 5.2, getting after calculations the
desired results.

e Let us suppose now that j2f(0) ~ (z,2y,0). We take f ~ Hj, or Ps, depending on ag3 is
non-zero or zero, respectively. Since h = (P, Py, ), we take h = g + G, where

1 2 1 2
g(x,y) = | a127 + aozy, 5021 + 5003y

when f is of Hy, type, or g(z,y) = (a122 + (§a0s — a12b3)y?, —3az12%), when f is of P3 type with
ag1 # 0, or g(z,y) = (ai2x + (%%4 - a12b3)y27 (%004 - %a12b3)y3)7 when f is of P3 type with
a21 = 0, with G having higher-order terms. Since a1 # 0 from hypothesis, and agq — 3a12b3 # 0
when f is of Ps type, which appear in the expression of the resultant of g, then we conclude
that h is semi-quasi-homogeneous and so, it follows that u(h,0) = u(g,0) = 2 if f ~ Hy, and
w(h,0) = u(g,0) =4 if f ~ P3 type. So, the result on X'D; follows from Lemma 5.1.

For the second part of the proposition, it is enough to use the relation

D1 —|—D2 - D3 = 21Dd7>(f,0) +W
(]
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FINITE TYPE ¢&-ASYMPTOTIC LINES OF PLANE FIELDS IN R?

DOUGLAS H. DA CRUZ AND RONALDO A. GARCIA

ABSTRACT. We prove that a finite type curve is a £&-asymptotic line (without parabolic points)
of a suitable plane field. It is also given an explicit example of a hyperbolic closed finite type
&-asymptotic line. These results obtained here are generalizations, for plane fields, of the
results of V. Arnold.

1. INTRODUCTION

A regular plane field in R? is usually defined by the kernel of a differential one form or a unit
vector field £: R — R3. In this last case £(p) is the normal vector to the plane at point p. The
classical and germinal work about plane fields in R is [14].

The normal curvature of a plane field is defined by (see [2] and [5])

(d€(p), dr)
kn(p,dr) = T dn)
For integrable plane fields the normal curvature is the usual concept of curves on surfaces.

The regular curves v: I — R3 such that k,(y(¢),~/(t)) = 0 are called &-asymptotic lines and
the directions dr such k,(p,dr) = 0 are called &-asymptotic directions.

Recall that asymptotic lines on surfaces are regular curves v such that k,(y(t),+'(t)) = 0.
Also, asymptotic lines are the curves 7 such that the osculating plane of v coincides with the
tangent plane of the surface along it, so asymptotic lines are of extrinsic nature.

The local study, and singular aspects of asymptotic lines on surfaces in R®, near parabolic
points, is a very classical subject, see [3, 6, 7, 8], [9] and references therein.

The study of closed asymptotic lines of surfaces in R? under the viewpoint of qualitative
theory of differential equations is more recent, see [6, 7, 8]. It is worth to mention that existence
of closed asymptotic lines on the tubes of “T-surfaces” is still an open problem. See [1, page
107] and [11].

Also, it is not known if there is a surface in R? having a cylindrical region foliated by closed
asymptotic lines (see [13, page 110]). In S3, all asymptotic lines of the Clifford torus are globally
defined, and they are the Villarceau circles.

V. Arnold in [4] studied the topology of asymptotic lines being curves of type (¢,¢™,¢™) near
t = 0, which are called of finite type. Also, it was shown in [4] that the projection of a closed
asymptotic line of a hyperbolic surface of graph type (z,y, h(z,y)) in the horizontal plane (z,y)
cannot be a starlike curve.

The main results of this work are the following.

The Theorem 3.1 states that any finite type curve is a &-asymptotic line (without parabolic
points) of a suitable plane field in R3.

The Theorem 4.3 gives an example of a hyperbolic closed finite type &-asymptotic line of a
plane field in R3.
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2. PRELIMINARIES AND PREVIOUS RESULTS

In this paper, the space R? is endowed with the Euclidean norm |- | = (-, -)%.

Definition 2.1 ([10, Definition 5.15]). A subset Q C R? is called a starlike convex set if there
is a point p € Q, called the star point, such that, for every g € 2, the segment pq lies in 2. The
boundary of a starlike convex set is called a starlike curve.

Theorem 2.2 (D. Panov, see [4]). The projection of a closed asymptotic line of a surface
z = p(x,y) to the plane {z = 0} cannot be a starlike curve (in particular, this projection cannot
be a convex curve).

Definition 2.3 ([4]). A smoothly immersed curve v : I — R? is said to be of finite type at
a point z, if {7/(z),7"(z),...,7*¥)(x)} generate all the tangent space T, R* for some k € N.
Here ’y(k)(x) denotes the derivative of order k of v. In a neighborhood of this point, the curve
is parametrized locally by v(z) = (z,ama™ + O™ (x), b,z + O"(x)), where m,n € N,
ambn, #0 and 1 <m < n.

The set {1,m,n}, (1 < m < n), of the degrees of v is called the symbol of the point. If
n =m + 1, then ~ is said to be of rotating type at the point.

If a curve is of finite type (resp. rotating type) at every point, then it is called of finite type
curve (resp. rotating type curve).

A finite type curve = can have inflection points, i.e., points where the curvature of - vanishes.

Arnold’s Theorem (See [4]). An asymptotic curve of finite type on a hyperbolic surface is a
rotating curve.
Every rotating space curve of finite type is an asymptotic line on a suitable hyperbolic surface.

A new proof of Arnold’s Theorem will be given in the appendix.
2.1. Plane fields in R3. Let £ : R? — R? be a vector field of class C*, where k > 3.

Definition 2.4. A plane field £ in R3, orthogonal to the vector field &, is defined by the 1-form
(€,dr) = 0, where dr is a direction in R?. See Fig. 1.

Theorem 2.5 (]2, Jacobi Theorem, p.2]). There exists a family of surfaces orthogonal to & if,
and only if, (€, curl(€)) = 0.

A plane field ¢ is said to be completely integrable if (€, curl(§)) = 0. A surface of the family
of surfaces orthogonal to £ is called an integral surface.

2.2. Normal curvature of a plane field.

Definition 2.6 (]2, p. 8]). The normal curvature ky, of a plane field in the direction dr orthog-
onal to £ is defined by
(& d°r) (dg, dr)

" Adr,dry  {dr,dr)’

This definition agrees with the classical one given by L. Euler, see [5].

The geometric interpretation of k,, is given by means of the curvature of a plane curve, which
we shall now describe.

In the plane 7(pg, dr) generated by &(pg) and dr (direction orthogonal to £(pg)) we have a line
field £(p) orthogonal to vector &(p) € m(po, dr) obtained projecting &(p) in the plane 7 (po, dr),
with p € m(po,dr). The integral curves ¢, (t) of the line field ¢ are regular curves and ky,(po, dr)
is the plane curvature of v, (t) at t = 0. See Fig. 2.
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FIGURE 1. Plane field ¢ in R? defined by the 1-form (£, dr) = dz — ydx = 0,
where &(z,y,2) = (—y,0,1) and dr = (dz, dy, dz).

FIGURE 2. Line field and normal curvature k, (po, dr).

2.3. ¢é-asymptotic lines and parabolic points of a plane field. The £-asymptotic directions
of a plane field ¢ are defined by the following implicit differential equation

<§7 d’l“> =0, <d€7 d’f‘> =0. (2].)

and will referred as the implicit differential equation of the £-asymptotic lines.

A solution dr of equation (2.1) is called a &-asymptotic direction. A curve v in R? is a -
asymptotic line if v is an integral curve of equation (2.1). Analogously to the case of asymptotic
lines on surfaces, for plane fields the osculating plane of a {—asymptotic line coincides with the
plane of the distribution of planes passing through the point of the curve. See also [2, page 29].

Definition 2.7. If at a point r there exists two real distinct {-asymptotic directions (resp. two
complex &-asymptotic directions), then r is called a hyperbolic point (resp. elliptic point).

Definition 2.8. If at r the two &-asymptotic directions coincide or all the directions are &-
asymptotic directions then r is called a parabolic point.
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Example 2.9. The circle in R? given by 22 + 42 = 1, z = 0, is a &asymptotic line without
parabolic points of the plane field £ defined by the orthogonal vector field £ = (p, o, o), where
p = x2yz+y3z—x2y—y3+x2—2yz+y, 0 = x3—x3z—my2z+m92+2x2+yz—x and
o = —x2 — y?. See Fig. 3. The plane field ¢ is not completely integrable. By the Theorem 2.2,
this circle cannot be an asymptotic line of a regular surface z = p(z,y).

FiGURE 3. The circle is a &-asymptotic line without parabolic
points of the plane field defined by the orthogonal vector field

£ = (p,0,0), where p = 2?yz + 9z — 2%y — y® + vz — 2yz + y,

g:xg—xBZ—zy2z+zy2+2xz+yz—zandcr:f:EnyQ.

Proposition 2.10. Given a plane field &, let ¢ : R® — R be a differentiable nonvanishing
function. Then a curve 7y is a §-asymptotic line if, and only if, v is a §-asymptotic line of the
plane field & orthogonal to the vector field & = €.

Proof. The implicit differential equation of {-asymptotic lines of 5 is given by
(€. dr) = p(&,dr) = 0, (d€(dr),dr) = dp(dr)(&,dr) + p(dE(dr), dr) = 0.
Then 7 is a {-asymptotic line of ¢ if, and only if, v is a {-asymptotic line of the plane field §~ (Il

2.4. Tubular neighborhood of an integral curve of a plane field. Let £ be a plane field
orthogonal to a vector field £(z,y, z). Then d§ = &,dx + &ydy + &.dz. Let

Y(x) = (m(x), 72(2),73(2))
be a curve such that (71 (), v5(x)) # (0,0) for all z. Set X (x) = ~'(z), Y (x) = (v4(z), —'(2),0),
Z(z) = (X AY)(x) and o : R? — R3,
a(z,y,z) = v(x) + yY (x) + 2Z(x). (2.2)
The map (2.2) is a parametrization of a tubular neighborhood of . At this neighborhood, the

position point is given by r = a(z,y, z) and then dr = da = azdr + aydy + a.dz. It follows

that the implicit differential equation (2.1) of the {-asymptotic lines is given by
(&, da) = adz + bdy + cdz = 0,

2.3

(d¢,da) = Lydx? + Lodxdy + Lady® + Lydxdz + Lsdydz + Ledz* = 0, (23)

where,

a = <§7O‘w>7 b= <§7ay>7 c= <§aaz>7
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and

Ly = (o ), Lo = (&aray) + (&, 0n), Lz = (&y, o),

Ly =& az) + (& 0m), Ls = (§y, ) + (& ay), Lo = (&, ).
Proposition 2.11. Let y(x) = (y1(x), v2(x),v3(x)) be a curve such that, for all x,

(71(2), v3()) # (0,0).
Consider a tubular neighborhood of v parametrized by equation (2.2). If € is a plane field such

that % and g are well defined in a neighborhood of v, where a,b,c are given by (2.3), then the
implicit differential equation of the £-asymptotic lines, in this neighborhood, is given by

b
ST ) P
c c
where,
2 27 i
ele_LL4+“567 g_L3_bL5+b12-/67 f_i_(aL5+bL4) abL;).
c c c c 2c 2c

Furthermore, in this neighborhood, the parabolic set of & is given by eg — f2 = 0.

Proof. In a neighborhood of v, solve the first equation of (2.3) in the variable dz to get the first
equation of (2.4). Replace this dz in the second equation of (2.3) to get the second equation of
(2.4).

If eg — f2 < 0 at a point (resp. eg — f2 > 0), then the equations (2.4) define two distinct
&-asymptotic directions at this point (resp. two complex &-asymptotic directions).

If eg — f2 = 0 at a point, then at it the é-asymptotic directions coincide or, if e = g = f = 0,
all directions are £-asymptotic directions. ([

Definition 2.12 ([2, p. 11]). Let & be a plane field satisfying the assumptions of Lemma 2.11.
The function defined by K = eg — f? is called the Gaussian curvature of &.

Lemma 2.13. Lety(z) = (71(z),y2(x),v3(x)) be a E-asymptotic line of a plane field £, such that
(v1(x),v5(x)) # (0,0) for all x. Consider a tubular neighborhood of v parametrized by equation
(2.2). Then, in a neighborhood of v, the vector field £ is given by

§(x,y,2) = lo(2)Y (z) + ko(x) Z(x)
+<yk1( )+ 2l (z ( ) z) +yzi (z) +

+ (ykg( )+ zl2(z (

—I—A:By, X(z

) (2.5)
)12 )+ Bla,y, - )y
9) 2

~—
?I

)kz + yzja(z) +

w| N w\% | N,

/N 7 N 7N

2
2 ~
+ (ykg( )+ zl3(z (%) ks(z) + yzjs(z) + > z)+Clz,y,2) ) Z(x

where

X(z) =7(z), Y(x) = (y(x), =71 (2),0), Z(z) = (X AY)(x),

A(z,0,0) = B(,0,0) = C(x,0,0) =0

and

(37 = Y193 + (s — 7273 )72lko — (Vg — ¥271 )lo = 0. (2.6)
Furthermore, if

ko =778 — 727, lo= (7 — 1) + (v — 973 )7 (2.7)

and v (z)v5 (z) — 4 (x)v{ () # O for all x, then the implicit differential equation of the &-
asymptotic lines is given by (2.4).
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Proof. The expression (2.5) holds, since v is an integral curve of the plane field defined by &.
Also, as v is a &-asymptotic line, (¢(z),~”(x)) = 0 for all 2, which gives the equation (2.6).

If v (2)v5 () — 5 (2)y{ (x) # 0, then ¢(x,0,0) # 0. The conclusion then follows from Propo-
sition 2.11. (I

3. FINITE TYPE £-ASYMPTOTIC LINES OF PLANE FIELDS
In this section the following result is established.

Theorem 3.1. Any finite type curve is a &-asymptotic line (without parabolic points) of a suitable
plane field.

Proof. Let v(z) = (71(2),72(2),73(2)) = (z,amz™ + O™ (z), anz™ + O™ (z)) be a finite type
curve. Consider a tubular neighborhood of v parametrized by equation (2.2) and the vector field
¢ given by (2.5). Set ko(x) = 1 and solve (2.6) for lg(x). Then ~ is a £-asymptotic line of the
plane field orthogonal to &.
We have that
a(x,0,0) =0, b(0,0,0) =0, and ¢(0,0,0) =a,m(m—1) #£0.
By Proposition 2.11, in a neighborhood of (0, 0,0), the equation of £-asymptotic lines are given
by (2.4).
Set 11 (x) = 0 and define k;(x) by
jy = (O + (02)*)* (055" = 4898")7i + (V591" = 7'95")75 + (178" = 134i")i]
()2 + (72)? + (%)) (s —271)
2(7ivs —et)
(1) + (12)? + (3)?)
Then K(z,0,0) = —1. O

4. HYPERBOLIC CLOSED FINITE TYPE f—ASYMPTOTIC LINE

Examples of hyperbolic asymptotic lines on surfaces are given in [6, 7, 8].
In this section it will be given an example of a hyperbolic closed -asymptotic line of finite
type for a suitable plane field.

Proposition 4.1. Let vy, v(z) = (v1(z),v2(z),v3(x)), be a curve such that

(71(2),72(x)) # (0,0), i ()72 (x) — va(x)yi (x) #0
for all . Consider the tubular neighborhood o given by (2.2) and the vector field & given by
(2.5), with ko(z), lo(z) given by (2.7). Let H(x) be a nonvanishing function and define ki(x) by

s v n_ 1 s

(1) + (12)*) 215" = 95 ) + (" = s s + (s — e )]
()2 + (12)* + (13)>) (v — )
(7Y + 757895 — (1) + (32)*)95]h + 2(vins — vl ) H
()2 + (12)* + (1)) (e — )
Then, v is a &-asymptotic line, without parabolic points, of the plane field orthogonal to the
vector field &.
Furthermore, K(z,0,0) = —(H (z))?.

ky =
(4.1)

+

Proof. By direct calculations, we can see that « is a £-asymptotic line. The implicit differential
equation of the £-asymptotic lines are given by (2.4) and e(x,0,0) = 0, f(z,0,0) = H(z). Since
e(z,0,0) = 0, then K(x,0,0) = —(H(z))? for all x.

d
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4.1. Poincaré map associated to a closed ¢-asymptotic line. Let v : [0,1] — R3,
y(x) = (71 (x),v2(x),v3(x)), be a closed {-asymptotic line, without parabolic points, of a plane
field ¢, such that y(0) = (1), (vi(%),73(x)) # (0,0), 71 (2)75 () — y3(2)7{ (x) # 0 for all z, and
consider the tubular neighborhood « given by (2.2).

This means that ~y is a regular curve having a projection in a plane which is a strictly locally
convex curve.

By the Proposition 2.13, £ is given by (2.5) and the implicit differential equations of the
&-asymptotic lines is given by (2.4).

Let ¥,, = {(x0,y,2)} be a transversal section. Then a(X,,) is the plane spanned by Y (z)
and Z(zg). By Lemma 2.13, in a neighborhood of 7, the £-asymptotic line passing through
a(xo, Yo, 20) intersects a(X,,) again at the point

a(zo + 1, y(xo + 1,0, 20), 2(x0 + 1, Y0, 20)),

where (y(z,yo, 20), 2(x, Yo, 20)) is solution of the following Cauchy problem

dz a b\ dy dy
e (VY _yq Y
dx c (c) dx TP

d dy\? 4.2
e+2fdi—|—g<di’l> =0, (4.2)

(y(ﬂfo,y0720)’2($07y0720)) = (Z/07Zo)-

The Poincaré map P, also called first return map, associated to 7y is defined by P : U C ¥ — X,
P(yo,z0) = (y(1, o, 20), 2(L, Yo, 20)). See Fig. 4.

A closed {-asymptotic line v is said to be hyperbolic if the eigenvalues of dP(g ) does not
belong to S!. See [12] for the generic properties of the Poincaré map associated to closed orbits
of vector fields.

We will denote by dP g, o) the matrix of the first derivative of the Poincaré map evaluated at

(Y0,20) = (070)-

FIGURE 4. Poincaré return map.

Proposition 4.2. Letv: [0,1] = R?, v(z) = (71(z),72(x),73(x)), be a closed &-asymptotic line,
having a projection in a plane which is a locally strictly convex curve.



24 DOUGLAS H. DA CRUZ AND RONALDO A. GARCIA

Let P be the Poincaré map associated to y. Then dPo,0) = Q(l), where Q(x) is solution of
the following Cauchy problem:

- (Q(@)) = M(2)Q(z), Q(0) =1, (4.3)

where T is the identity matriz, and M(z), Q(z) are the matrices given by

_ey(x,0,0) _ez(x,0,0) dy
M(z) = < 2;(%0,0) 2f(2,0,0) ) ,Q(x) = < dfz Y (z,0,0) ddg(ln(),()) ) 7

(4), (z,0,0) (A), (2,0,0) a0 (2,0,0)

where A = —%.

Proof. To fix the notation suppose that

Y(0) =), (71(),75(x)) # (0,0), and ~;(2)v3 (x) —y5(z)yy (z) # 0 for all =

Let (y(x,yo, 20), 2(x, Yo, 20)) be solution of the Cauchy problem given by equation (4.2). Then,
at (y,2) = (0,0), 3(2,0,0) = §(,0,0) =0.
Differentiating the first equation of (4 2) with respect to yo (resp. zp), it results that:

d ([ dz dy d ([ dy dy dz \ dy
—— ] =4 A,—+B— | — B, B,— | — 4.4
dx <dy0> Yy dyo da (dy0> +< Yy Zdyo) @ Y
respectively,
d (dz dy dz d ( dy dy dz \ dy
—A A2 po (&L B, B, =)%Y 45
dx <dzo> ydo+ d0+ dx (dzo>+< Ydz dzg ) dx (4.5)
Differentiating the second equation of (4.2) with respect to yo (resp. zp), it results that:
dy dz dy d [ dy dy
Vg, "y, T3 (dy ) (fy +fz du (dy())) dz (4.6)
dy dz dy '
Hrg ) () =,
+ (gydyo +y dy0> (dw)
respectively,

dy dz dy dz d ( dy dy
Vi T “dm f dz0>+2(fydzo+fzdzo+ 90z (dz >) dz

N i+ dz
d ZdZO

Evaluating (4.4), (4.5), (4.6), (4.7) a

(4.7)

y,z) = (0,0), it follows that:

dy dz d [ dz dy ( dy )
IR B Yy (S )
KT (i) v ey 20 (i
dy d ([ dz dy dz d ( dy
A A, — | — 0 +2f— =
Ydz * dzo T dzr < zo>’ Yz T dz * fda; (dz0>
Then - (Q(z)) = M(z)Q(x). Since (¥(0,yo, 20), 2(0, Y0, 20)) = (Yo, 20), it follows that Q(0) = Z.

Since P(yo, 20) = (¥(I, Yo, 20), 2(1, Yo, 20)), the first derivative dPg o) is given by Q(1). O
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4.2. Example of a hyperbolic closed finite type {-asymptotic line. An explicit example
of a hyperbolic closed £-asymptotic line is given in the next result.

Theorem 4.3. Let v : [0,27] — R3, v(z) = (sin(x), cos(x), sin3(x)), see Fig. 5. Then it is a
hyperbolic finite type &-asymptotic line of a suitable plane field.

Proof. Let £ be a plane field orthogonal to the vector field £ given by (2.5), where ko(z) and
lo(x) are given by (2.7). Let ki(x) given by (4.1), with H(z) = 1. Then
3(3cos?(x) — 1)sin(z)l1(z) + 24cos®(x) — 18cos(x) — 2

9cos(z) — 18cos*(x) + 9cos?(x) + 1 )

ki(z) =
By Proposition 4.1, 7 is a &-asymptotic line without parabolic points and K(z,0,0) = —1.
Performing the calculations, e,(z,0,0) = £(x) + l2(x). Solve e,(z,0,0) = 0 for l3(x). This
vanishes the entry (— ;}((288;) of M(x) given by Theorem 4.2. From (4.3), it follows that the
eigenvalues of dP(g o) are given by

ey(x,0,0 27
y( s Uy ) /
exp =~ dr and 0, '
(/0 2f($,0,0) P Az(l' 0 O)dl‘

Set I3 (x) = cos(z). Then
A.(x,0,0) = 9sin(z)cos® (z) + bdsin(z)cos® (x) — 9cos® (z) — 117sin(x)cos ()
+ 18cos* () 4 55cos” (z)sin(z) — 9cos®(x) — 1.

It follows that fo% A.(2,0,0)dz = —23%. Let ks(x) = 0 and ka(x) a solution of the equation

ey(2,0,0) +2f(z,0,0) = 0. It follows that

m e, (x,0,0) B
/0 (——23}(% 0, 0>) dx = 2.

(A) Curve y(z) : (sin(z), cos(x), sin3(x)). (B) Curve y(z) on the cylinder
B(z,y) = (sin(x), cos(z),y).

FIGURE 5. Finite type curve v(z) = (sin(z), cos(x), sin3(z)).
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APPENDIX
A NEW PROOF OF ARNOLD’S THEOREM

The proof of Arnold’s Theorem [4] is given on graph surfaces z = z(z,y). Using affine
coordinates, the surface takes the form z = zy + ..., where the dots denote the terms of higher
order. Arnold showed that an asymptotic line x = z(t), y = y(t), z = 2(t) of finite type is a
rotating curve.

After that, he proves that given a rotating curve z = z(t), y = y(t), z = 2(t) then there
exists an appropriated function H(z,y) such that the rotating curve is an asymptotic line of the
surface z = H(x,y).

Below, will be given a geometric proof of Arnold’s Theorem, with an explicit parametrization
of the surface.

Proof. Let v be a curve of finite type (u,u™,u™), n > m. Set N(u) = (v4(u),—v1(u),0).
Consider the local surface parametrized by

a(u,v) = y(u) + N (W) + (k1 () + ka(w)o? + ks (w)o® + O4(0)) (7' A N)(w).
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Let N, be the unit normal vector
oy ANy
Y g Ay
The implicit differential equation of the asymptotic lines of « is given by
edu® + 2fdudv + gdv® = 0,

where e = (ayu, No), [ = (Quw, No) and g = {@yy, Na)-

Supposing that v is an asymptotic line of a, and parametrized by v = 0, we have that
e(u,0) = 0. Then by equation (4.1) it follows that

[(n — m)m2u2m=1 4 n — 1pu—™

[1 4+ m2u2(m=1) 4 n2¢2(=D](m — 1)m’

k1(u) = (A.8)

Direct calculations show that
f(u,0) =
It follows that f(0,0) # 0 if, and only if, n = m + 1, i.e., v is a rotating curve.
!

If v is a rotating space curve of finite type (u, u™, u™ 1), m > 2, set N(u) = (v4(u), —; (u),0)
and let

(n —m)(n — 1)n(1 4+ m2u2m=1)2yn-m-1

(m—1)m

Bu,v) = v(u) + vN(u) + k1 (w)o(y" A N)(w),

where k1 (u) is given by (A.8) with n = m + 1. Therefore, e(u,0) = [Bu, B, Buu(0,0) = 0 and
£(0,0) = [Bu, Bv, Buv](0,0) = ™+ 2 0. Then v is an asymptotic line, without parabolic points,
of the surface parametrized by £ in a neighborhood of (u,v) = (0, 0). O
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ON THE CHARACTERISTIC CURVES ON A SURFACE IN R*

JORGE LUIZ DEOLINDO-SILVA

ABSTRACT. We study some robust features of characteristic curves on smooth surfaces in R%.
These curves are analogous to the asymptotic curves in the elliptic region. A P3(c)-point is an
isolated special point at which the unique characteristic (or asymptotic) direction is tangent
to the parabolic curve. At this point, by considering the cross-ratio invariant, we show that
the 2-jet of the curve formed by the inflections of the characteristic curves is projectively
invariant. In addition, we exhibit the possible configurations of the characteristic curves at a
P3(c)-point.

1. INTRODUCTION

For surfaces in R3, an asymptotic direction is a self-conjugate tangent direction, and a charac-
teristic direction is a tangent direction such that the angle it forms with its conjugate direction
is extremal. At a hyperbolic (resp. parabolic or elliptic) point there are two (resp. one or
0) asymptotic directions and at an elliptic (resp. parabolic or hyperbolic) point there are two
(resp. omne or 0) characteristic directions. The asymptotic and characteristic curves are the
integral curves of asymptotic and characteristic directions, respectively. It is well known that
the characteristic curves are, in many ways, analogous to the asymptotic curves in the elliptic
region (see [4, 5, 20]) and both curves are given, in a local chart, by a binary differential equation
(BDE)

(1) A(z,y)dz* + 2B(z, y)dzdy + C(z,y)dy* = 0,

where the coefficients A, B, and C are smooth functions defined in an open subset U of R2. The
discriminant curve of equation (1) of the asymptotic and characteristic curves coincides with the
parabolic curve. At cusps of Gauss the unique asymptotic and characteristic direction is tangent
to the parabolic curve (see for example [1]). Although asymptotic curves can be also defined
using the contact of the surface with lines, the characteristic curves do not satisfy this property.

In [20], Oliver used Uribe-Vargas’s cr-invariant defined in [24], to show that the topological
type of the singularity of the characteristic curves at a cusp of Gauss is invariant under projective
transformations. Furthermore, the locus of inflection points of the characteristic curves (char-
acteristic inflection curve) has some geometrical meaning. In particular, he classified a cusp
of Gauss in terms of the relative position of the parabolic curve, the characteristic inflection
curve and conodal curve. In this paper, we extend the results in [20] on characteristic curves for
surfaces in R*.

The study of the differential geometry of immersed surfaces in 4-space was carried out by
several authors, for example [2, 3, 10, 11, 16, 17, 19, 21, 23]. The study of characteristic curves
did not receive the same treatment in the current literature. The definition of characteristic
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curves for surfaces in R* is inspired from (and is analogous to) that for surfaces in R3 in the
following way: for surfaces in R3, there is a relation between the BDEs of the asymptotic curves,
of the characteristic curves and of the lines of principal curvature. By considering the BDE
(1) as a point in the projective plane, the BDEs of the asymptotic curves and of the lines of
principal curvature determine the BDE of the characteristic curves, such that the three BDEs
define (at each point on the surface) a self polar triangle in the projective plane. In fact, the
BDE of the asymptotic curves determines the other two BDEs ([4, 23]). Asymptotic directions
are also defined on surfaces in R* and are given by a BDE (see §3). Its equation is used to define
in a unique way, two other BDEs such that the three equations form a self-polar triangle in the
projective plane. One of them is what is called the BDE of the characteristic curves (called
a characteristic BDE, for short) (see [23]). In this sense, the asymptotic and characteristic
directions on surface in R* behave as solutions of BDEs in the same way as its analogue on
surfaces in R3.

For a surface in R*, the asymptotic directions are also captured by the contact of the surface
with lines. This contact reveals aspects of the differential geometry of the surface in the closure
of its hyperbolic region and is described by the A-singularities of the family of orthogonal projec-
tions to 3-spaces. The projection along an asymptotic directions at a point on the parabolic set
may have a Ps(c)-point. Away from inflection points, the characteristic and asymptotic curves
are generically a family of cusps at ordinary parabolic points and have a folded singularity at a
Ps(c)-point.

This point has similar behavior to the cusps of Gauss on surfaces in R? (see [3, 10, 19, 24]). In
[9, 10], we defined the cr-invariant at P3(c)-points and showed that the Ss-curve, flecnodal curve
and multi-local singularities curves are robust features of the surface in 4-space (Euclidean, affine
or projective). Although the characteristic curves are not projective invariant of the surface, our
goal is to produce results on the characteristic curves at Ps(c)-points similar to those results of
Oliver [20]. At a P3(c)-point, we show that the 2-jet of the curve formed by the inflection points of
the characteristic curves (characteristic inflection curve) and the topological type of singularity
of the characteristic curves in the elliptic domain are invariants under projective transformations.
In addition, we list the possible configurations of the parabolic, S3 and characteristic inflection
curves using the cross-ratio invariant of this set of curves.

2. BINARY DIFFERENTIAL EQUATION

To study the configurations of characteristic curves, we need some results on BDEs which are
studied extensively (see for example [22] for a survey article). We recall some results concerning
the configurations of the solution curves of a BDE. A BDE defines two directions in the region
where § = B2 — AC > 0, a double (repeated) direction on the set A = {§ = 0} and no direction
where § < 0. The set A is the discriminant of the BDE. For generic BDEs and at generic points
on A, the integral curves of (1) is a family of cusps, and the discriminant curve is a smooth
curve traced by these cusps, except at isolated points called folded singularity (see below).

Consider the manifold of contact elements to the plane, that is, PT*R? = R? x RP!, and
take the affine chart ¢ = dx/dy, then PT*R? is endowed with the canonical contact struc-
ture determined by the 1-form dz — qdy. The projection associated to the contact structure is
7 : PT*R? — R? and given by 7(z,y,q) = (z,y). When the coefficients of a BDE do not vanish
simultaneously, we may assume that A # 0 and take

(2) Qz,y,q) = A(z,y)q* + 2B(2,y)q + C(z, ).



30 J.L. DEOLINDO-SILVA

The set Q = 0 is a surface M. The directions defined by (1) lift to a single valued field
(3) & = 0,0y + qQ,0z — (Qy + ¢Q;)0q

on M obtained by intersecting the contact planes with the tangent planes to M. (See, for
example, [8] for a suitable lifted field). The regions where 6 > 0, the image of 7| is a two-fold
covering. The critical set of m|aq given by Q = Q, = 0 is called the criminant (its projection is
the discriminant curve).

Stable topological models of (1) arise when the discriminant is a regular curve (or is empty).
At almost all points of the discriminant, the field £ is regular i.e., the unique direction at a point
of the discriminant is transverse to it, then the BDE is smoothly equivalent to dz?+ydy? = 0 ([6],
[7]). When & has an elementary singularity, the unique direction is tangent to the discriminant
at that point, then equation (1) is smoothly equivalent to dz?+ (—z+ Ay?)dy* = 0 with A # 0, 15
([8]); the corresponding point in the plane is called a folded singularity of the BDE. There are
three topologicai models: a folded saddle if A < 0, a folded node if 0 < A < % and a folded
focus 1f 5 < A. These occur when the lifted field £ has a saddle, node or focus, respectively (see
Figure 1 and [8]).

A solution curve of (1) has an inflection point at the projection of a point on M where

There is a smooth curve of such points which is tangent to the discriminant curve at folded
singularities of equation (1) ([5]).

Wy K¢ A

FIGURE 1. A folded saddle (left), node (center) and focus (right).

3. CHARACTERISTIC CURVES ON SURFACES IN R*

Let M be a regular surface in R*. For a given point p € M, consider the unit circle in T,.M
parametrized by 6 € [0,27]. The curvature vectors 7(#) of the normal sections of M by the
hyperplane (6) & N, M form an ellipse in the normal plane N, M called the curvature ellipse and
is the image this unit circle by a pair of quadratic forms

(Q1,Q2) = (ax2 + 2bzy + cy?, 1z + 2may + nyz),

where a, b, ¢,l,m,n are the coeflicients of the second fundamental form of M at p ([16]). Points
on the surface are classified according to the position of the point p with respect to the ellipse
(N, M is viewed as an affine plane through p). The point p is called elliptic/parabolic/hyperbolic
if it is inside/on/outside the ellipse at p, respectively.

Following the approach in [2], a binary form Az?+2Bxy+Cy? is represented by its coefficients
(A, B,C) € R3, there is a cone I" given by B2 — AC = 0 representing the perfect squares. If the
forms @, and Q, are independent, they determine a line in the projective plane RP? and the
cone a conic that we still denoted by T'. This line meets the conic in 0/1/2 points according as
0(p) <0/ =0/ >0, where

5(p) = (an — cl)* — 4(am — bl)(bn — cm).
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A point p is elliptic/parabolic/hyperbolic if § < 0/ = 0/ > 0. The parabolic set is denoted by

A-set. If Q1 and Q5 are dependent, the rank of the matrix < (ll TZ;L TCL ) is 1 (provided either

of the forms is non-zero); the corresponding points on the surface are referred to as inflection
points. There is an action of GL(2,R) x GL(2,R) on pairs of binary forms. The orbits of this
action are as follows (see for example [13]):

(22,92) hyperbolic point

(vy, 2% —y?) elliptic point

(22, zy) parabolic point

(x2 £ 9%,0)  inflection point

(22,0) degenerate inflection point
(0,0) degenerate inflection point.

The asymptotic directions (labelled by conjugate directions in [16]) are defined as the direc-
tions along € such that the curvature vector n(#) is tangent to the curvature ellipse (see also
[17]). A curve on M whose tangent direction at each point is an asymptotic direction is called
an asymptotic curve. The asymptotic curves of M are solution curves of the BDE

(5) U(z,y,q) = (am — bl)g*> + (an — cl)qg + (bn — em) = 0,

([17, 16]). We call this equation the asymptotic BDE. The discriminant of the BDE (5) is the
A-set and is a generic smooth curve on surface. Away from inflection points, at a hyperbolic
(resp. parabolic or elliptic) point there are 2 (resp. 1 or 0) asymptotic directions at that point.
Since we do not distinguish between a BDE and its non-zero multiples, at each point (z,y),
we can view a BDE (1) as a quadratic form in dx, dy and represent it by the point (A : 2B : C)
in RP2. To a point (A : 2B : C) is associated a polar line with respect to the conic I'. Three
points in RP? form a self-polar triangle if the polar of any of the three points is the line through
the remaining two points. In our case the point (A : 2B : C) is parametrized by (z,y) € U (for
more details, see [15] chapter 7). The metric on M is given by ds? = X;dx? + 2Xadxdy + Xsdy?
and determines a point (X7 : 2X9 : X3) in the projective plane. It turns out that the polar
line of (X7 : 2X5 : X3) consists of BDEs whose solutions are orthogonal curves on M ([4, 23]).
This polar line intersects the polar line of the asymptotic BDE (5) at a unique point (P) which
represent a BDE, called the BDE of the lines of principal curvature ([23]). The BDEs (A) of the
asymptotic curves and the BDE (P) determine a unique BDE (C), the characteristic BDE, such
the three of them form a self-polar triangle in the projective plane. In fact, (C) is the Jacobian
of (A) and (P) ([23]), and if the surface M is parametrized by ¢(z,y), the characteristic BDE is
given by
®(z,y,q) =(L(GL — EN) —2M(FL — EM))¢®> + 2(M(EN + GL) — 2LNF))q
+2M(GM — FN) — N(GL — EN) =0,
where E = (¢, ¢s), F = <¢xa¢y>7 G = <¢y’¢y>v L = (am —bl), 2M = (an — cl) and
N = (bn—cm). A characteristic curve is the a curve on M whose tangent direction at each point
is a characteristic direction. The discriminant curve of the BDE (6) coincides with the parabolic
set. At elliptic point there are two characteristic directions and at each parabolic point there is
one.

The asymptotic directions can be described via the singularities of the projections of M to
3-spaces (see [2]). Counsider the family of orthogonal projections given by

P:MxS — TS3
(p,u) = (u,p—(p,u)u).

(6)
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For u fixed, the projection can be viewed, locally at a point p, as a map germ
P, : (R*,0) — (R?,0).

(Two germs f and g are said to be A-equivalent and write f ~4 g, if g = ko fo h™! for
some germs of diffeomorphisms h and k of, respectively, the source and target.) The generic
A-singularities of P, are those that have A.-codimension < 3 (which is the dimension of 53),
see Table 1 and Table 2.

TABLE 1. The generic local singularities of orthogonal projections of M to 3-
spaces ([18]).

Name \ Normal form \ A-codimension
Immersion (x,y,0) 0
Cross-cap (2,92, y) 0
BF (z,92, 2%y £ y* 1) k=23 k
Sgc (z,9% 9> £ 2" 1y), k =1,2,3 k
Cfct (z, 9%, 2y + 2Fy), k=3 k
Hy (z, 2y + y*"2, ), k = 2,3 k
Py(c) | (may+y ey’ +eyt), e #0,3,1,3 3

* The codimension of P3(c) is that of its stratum.

TABLE 2. Bi-germs of A.-codimension 2 of orthogonal projections of M to 3-
spaces ([14]).

Name ‘ Normal Form ‘ Ae-codimension
[As] | (2,90 X Y. X2 +Y7) 2
(A0S0)2 (I7y70;Y27XY+Y57X) 2
ApSE | (2,9,0; Y3 £ X2V, Y2 X) 2
AgSolAT | (2,,0,X, XY, Y2+ X?) 2

For a complete table see [14].

The projection P, is singular at p if and only if u € T,M. The singularity is a cross-cap
unless u is an asymptotic direction at p. The A.-codimension 2 singularities occur on curves on
a generic surface and the A.-codimension 3 ones occur at special points on these curves. When
projecting the surface along an asymptotic direction at a parabolic point, the projection may
have a P3(c)-singularity ([3, 10]). If we call Sy-curve (resp. Ba, (A9S0)2, AoST, AgSo|Af-curve)
the closure of the set of points p on M for which there exists a projection P, having an S
(resp. Ba, (ApSo)2, AoSli7 AOSO|A1i)—Singularity at p, then these curves meet the parabolic set
tangentially at a P3(c)-singularity (see Proposition 3.1 and for a complete proof [9, 10]). At a
P;(c)-singularity the unique asymptotic (or characteristic) direction is tangent to the parabolic
set. This point is called a P3(c¢)-point and is also a point where the asymptotic (or characteristic)
curves have a folded singularity (see §2).

Throughout this paper, we consider the family of orthogonal projections P where the map
P, has P;(c)-point. We can take u = (0,1,0,0) as an asymptotic direction. We choose local
coordinates at p such that the surface is given in Monge form

o(z,y) = (z,y, f(2,9), F*(z,y))
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where (j1f1(0,0),51£%(0,0)) = (0,0) and with 2-jet of (f!, f?) = (Q1,Q2). We denote by
(X,Y,Z,W) the coordinates in R* and we parametrize the directions near u by (u,1,v,w).

) ) )

Instead of the orthogonal projection to the plane (u,1,v,w)>, we project to the fixed plane
(X, Z,W). The modified family of projections is given by
P: (R2xR30) — (R30)
(), (wv,w)) = Pu=(z—uy, [ (2,y) — vy, [(2,y) — wy),
with Py(z,y) = (z, f1(z,y), f2(z,y)). As the P3(c)-point belongs to A-set and if we denote by

o(k) the terms of order greater than k in zy,...,z,, then we can take (Q1,Q2) = (2%, xy) and
write
(7) fHa,y) =a? + Z?:O azz® 'y + Zz 0 asiz’ Ty + Zz 052"y’ + 0(5),

fQ(I,y) :xy+2§:0b31 3—i z+21 0[)41 At Z+Zz 0b57 5t z+0(5)
The 2-jet of the coefficients of a,b,c,l,m, and n of (Q1,Q2) are given as follows

= %f;‘:m =1+ 3azozr + a31y + 66140902 + 30415103/ + a42y2,
= a31T + azy + a41m + 2a401y + a43y )

a

b 5Swy

c = ;fl = az27 + 3assy + asx? 4 3agzry + 60441/ )

I = %fa%m = 3b30$ +b31y + 61740$ + 3bs1zy + b42y ;
m = f2 = 1+ b312 + bgoy + Sbaya? + 2bgowy + Sbasy?,
n = 2 = bggx + 3b33y + b421'2 + 3b43xy + 6b44y2.

The curve formed by the locus of geodesic inflection points of the characteristic (resp. as-
ymptotic) curves we call characteristic inflection curve (resp. flecnodal curve (see [9, 10])) and
denoted by Cj-curve (resp. Fj-curve). We have the following result.

Proposition 3.1. Let M be a surface in R* given in Monge form as in (7), and suppose that
the origin is a Ps(c)-point. Then we have the following initial terms of the following curves:
a) the parabolic curve (A-curve):

bs3 — 92, —
_ 6az2b33 — 9b33 61144y2 +o(2).

a3z
b) the Ba-curve:

2(3a3,b35 — 4a2,b22 — 3a4403, — 8a44a39b3s + 12044034 + 8a2
. (3a35b33 32033 44039 44 22 33 44033 44)y2 +o(2).
asz(asz — 2bs3)

¢) the Ss-curve:

_ 6(a§2533 + 48a§2b§3 - 72@321)%3 — CL44CL§2 - 720,44@32633 + 36@44()%3 + 240,24) 2 + 0(2)
asz(asz + 6bs3)? Y '

d) the AgSit-curve:

3a2,b2, — dasoaaabss + 3a44b34 + 2a2
T = 32Y33 32044933 : 44U33 44y2 _|_0(2)
asa(4asebss — 4b35 — 3a44)

e) the (ApSy)2-curve:

12a39b33 — 9b3, — 6a
_ 32V33 33 44y2 +0(2).

asz2
f) the AgSo|AT -curve:

3a2,b2, — 16a32a44b33 + 12a44b%, + 8a2
_ 533033 32044 323 44033 .2 o).
4(asebss — b3 — asq)ass
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g) the Fj-curve:

b3z — 24a39b33 — 36b2 2 24
- 6(as2bss — aa4)(24a32b33 — 36 323 + as, a44)y2 +o(2).
a32(6bsz — asz)

h) the Cp-curve:

_ 6(asabss — asq — 3b35)(36b3; — 24a32bss + a3y + 24a4q) y? +0(2)
azz(age + 6b33)? .

All the above curves are tangent to the parabolic curve at the Ps(c)-point and any two have
contact of order 2 at the origin.

Proof. The singularity of the projection Py is A-equivalent to a Ps(c¢)-singularity when agz = 0,
agg,a447b33 7é O7 a44/(a32b33) 7é 07 1/2, 1,3/2, and 5&32b33 - 61)%3 - 4CL44 7é 0 ([9, 21]) All the
curves A, By, Sy, AgST, (A0S0)2, AoSo|AT are determined in [9, 10] using adjacencies of the
Ps(c)-singularity.

The curves in g) and h) are obtained using the asymptotic and characteristic BDEs. In fact,
the 2-jet of the characteristic BDE (6) is written as

@®) 72® =¢* + (2b327 + 6b33y)q + (2a32b32 — 6a31b33 + az1asz + 12b32b33 + 3aa3)zy + azew
(042 + a§2 + 2b§2 - 2@31b32 + 30,30(132 + 4b31a32)x2 + (181)33 — 60,32b33 + 6&44)y2.

Thus, we can write by the implicit function theorem

6(—aqq + azabsz — 3b3 1
= (2044 + azbss 33)2/2 — (6b3zas2)yq — aquQ +0(2).

a3z2
Substituting the expression of x into ®, + ¢®, = 0 we obtain
1
(18()33 — 6a44 + 6@32b33)y + <3b33 + 5&32)(] + 0(1) =0.
Again, solving implicitly the last equality, we get
_ 12(@32b33 — Q44 — 3b§3)
(6b33 + ass)

Substituting ¢ in the expression of x gives the 2-jet of the characteristic inflection curve. The
2-jet of the flecnodal curve is also determined in [9, 10] using the same approach above for the
asymptotic BDE. (I

y+o(1).

We denote the tangent lines to the Legendrian lifts of the parabolic, Bs, Ss, flecnodal,
characteristic inflection, (A¢Sp)2, AoS1, and AOSO|AljE curves in PT*M at a Ps(c)-point by
Ip, IB, ls, Ip, lc, lsyss ls;, and Iy, , respectively. We denote by [, the contact element at the
P;(c)-point (i.e., the vertical line in the contact plane at that point).

Remark 3.1. By Proposition 3.1, Ip, ls , I , lp, and l¢ are distinct unless
(5(132b33 — 61)33 — 4&44) =0.

This condition is precisely that for the family of the orthogonal projections P to fail to be a
versal unfolding of a Ps(c)-singularity ([10]). In a generic one-parameter family of surfaces case
(see [3, Proposition 4.3]) there are double P3(c)-points.

Theorem 1. At a generic Ps3(c)-point, the 2-jet of the Cp-curve is projectively invariant.
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Proof. The cross-ratio of lines Ip, lg, ls, lc is given by

9(5(132[)33—6[)%3—4(144)2
(Ip,ly : lg,lc) = Cs —¢p a32(a32+6bs3)? -1
Pytg - t5,tC co—cp _ 9(Basabss—6b3,—Aas)? )
az2(az2+6b33)2

where cp, cg, and cc are the coeflicients of order 2 of the parabolic curve, Sy-curve and Cj-
curve, respectively. The result follows from the fact that the 2-jet of the Cp-curve depends on
the Sa-curve and parabolic curve which are projective invariants ([9, 10]). O

Proposition 3.2. The topological type of the singularity of the characteristic BDE at a Ps(c)-
point is invariant under projective transformations.

Proof. The singularity type is determined by equation (8). It is given by the type of the singu-
larity of the lifted field &: a saddle, node or focus. Since a Ps(c)-point is a folded singularity, the
characteristic BDE is locally smoothy equivalent to dz? + (—z + A\y?)dy? = 0, where

3 (5@32633 — 6b§3 — 4@44)

=2
2 a3,

determines the topological type of singularity if and only if A # 0, 1—16 (see [5]). Observe that the
coefficients a4q and bsz of A depend on a combination of the cross-ratios p1 = (Ip,lp : lg,lFr),

p2=(p, 1y lsyrslses)s P3 = (P, lg : lsy, lsy, ), and ass. In fact,

azy — 3b33
P1 = azg — 6b 37
3 1a2,b2 — 60a32b35 + 36b3; — 32 b3z + 48a44b? 2
32033 32033 33 a32a44b33 + 48a44b55 + 16a7,
P2 24 2 ’
a3z (asabssz — b33 — aaa)bss
. 21@%2[)?’3 — 60&32b§3 + 36b§3 — 32a39a44b33 + 48&44b§3 + 16@24
ps 6(4azabss — 4b3; — 3a44)azabss '
1 —1
Using p1 we get bgs = gw From po and ps it follows that
P1—

6asabss((3ps — 4p2 + 1)aas + 4bs3(6p2 — p3)(asz — bsz)) = 0.
Replacing b33 in the above equation, we obtain
a4t — 4 a3y(p1 — 1)(p2 — p3)(5p1 — 2)
9 (201 —1)%*(4p2 — 3p3 — 1)
Since ags # 0, substituting b3z and a4 into A, shows that the type of singularity of the char-

acteristic BDE depends only on the values of the cross-ratios pi, p2 and ps, all of which are
projective invariants. O

At a P3(c)-point, the 4-jet of the parametrization ¢(x,y) = (z,y, f1(z,y), f2(z,y)) of the
surface M is equivalent, by projective transformations, to the normal form

(9) (z,y,2° + 2y® + oy, wy + By® + )

where 632 + 4a — 158+ 5 # 0, a # 0,1/2,1,3/2, and 1) is a polynomial of degree 4 (see [11]).

According to Proposition 3.2, we can use the normal form (9) to present the topological type
of the singularity of the characteristic BDE at a P3(c)-point. In [9, 10] we showed that o and
B in (9) are also projective invariants described as functions of p1, p2 and ps. This allows us to
recalculate the expressions of the curves in Proposition 3.1 in terms of a and 3. In fact, consider
representing M locally as a surface M in P4, given in the affine chart {[z : y : z : w : 1]} in
Monge form [z : y : f1(x,y) : f2(z,y) : 1]. We can take (f1, f2?) with 4-jet as in (9) and use the
equations of the curves in Proposition 3.1 with ags = 1, ayq = «, and b33 = .
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Theorem 2. At a Ps(c)-point, the characteristic BDE has a folded singularity if and only if
v = —(58 —63% — 4a) # 0, i. The singularity is a folded saddle if v < 0, a folded node if
0<y< i, and folded focus if v > i.

Proof. The proof follows from Proposition 3.2. Note that A = —3(58 — 62 — 4a) # 0, £=. Thus
the singularity of the characteristic BDE is determined by values of ~. O

Asymptotic
Curves

Parabolic
Curve

Characteristic
Curves

FIGURE 2. The asymptotic and characteristic curves at a Ps(c)-point. v <
—1/24 (first); —1/24 < v < 0 (second); 0 < v < 1/24 (third) and v > 1/24
(fourth).

Remark 3.2. The types of the singularities of the asymptotic and characteristic BDE are not
related ([23]). However, for surfaces in R?*, thanks to Theorem 2, the types of these singularities
have opposite indices at a P3(c)-point, that is, on one side of the parabolic curve we have a folded
saddle and on the other a folded node or focus or vice-versa. This also happens for surfaces in R?
at cusps of Gauss [4]. Figure 2 shows the generic configurations of asymptotic and characteristic
curves at a folded singularity.

Following the approach in [20], we denoted by p. the cross-ratio (Ip,l; : lc,l) and call it
the characteristic cross-ratio. It can be written in terms of the coefficients of normal form (9)
as follows

_9(28-1)

SN CE R

As the generic relative positions of the relevant curves at a P3(c¢)-point are determined by their
2-jets, we can give the their relative positions in terms of the values of p.. In what follows, we
present the relative positions of the curves A, Bg, S, Fj, and C},.

Theorem 3. Let cp, cg, cs, cr, and cc be the coefficients of order 2 associated to curves A,
Ba, So, Fy, and Cy,, respectively, at a Ps(c)-point of a smooth surface in R*. Then there are /
possible relative positions of these curves depending on the values of pe:

(i) If pe < =9, then cc < cp < cp < ¢p < Cg

(il) If =9 < p. < —1, then cc < cp < ¢g < ¢s < CR
(iii) If =1 < p. < —=1/9, then cc < cp < cg < cp < cp
(iv) If =1/9 < p. < 0, then cc < cp < ¢cs < ¢ < Cp.

Proof. The proof follows from Proposition 3.1 with azs = 1, agy = o and bz = . It is easy to
check that the coefficients cp, cp, csg, cp, and c¢ satisty cc < c¢p < ¢p,cg,cp for all value of
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a, B. Furthermore,

8(68 — 1)(4a + 6532 — 53)2

(28 —1)2(1+68)>

8(38 — 1)(4a + 632 — 53)?

(28 -1)2(1+68)%

2168(4a + 6432 — 53)?

CBp —Cs =
Cp — Cp =
Cs —Cp — —

(68 —1)*(1465)

Since 4a + 63% — 58 # 0 (see Remark 3.1), we have cg > cg if and only if 8 > 1/6; cg > cF if

and only if 8 > 1/3; and c¢g > c¢p if and only if 8 < 0. This and the fact that p. =

for each value of 8 we obtain the desired result.

_9(2p-1)2
(1+68)2
(I

Theorem 4. With notation in Theorem 3, consider the 2-jets of curves A, So, and C}, rep-
resented by the parabolas x = cp - y%, © = cs -y, and x = cc - y2, respectively. There are
four possible configurations for A, Sa, and Cp, and these are determined by « and 3. They are

described by Figure 3.

Co=0
;9_\ BA
Cp=0 10 ~'~.<
\\ \,N.
9 \\ ~'\.
......... \\ \-\. 1
g el ~ \.\ .
........... N \ 7,
------- . s
CC:0 """"""" \ \ -,
..... - P
...... N\ L
7 "_ 4 s
%, N )/' //
Ny
RAER R
. /./
P ". /\/ >
................... et R o
6 et //04 11
....... // L
’5// _ /;"/ 2
4 =
_—"‘ ./
- 3 P 7
/"
P H P H
H H V
P = P E E E
1-3 2-4-10 5-7-9 6-8-11

FIGURE 3. Partition of («, §)-plane. The bottom pictures are the configurations
of A-curve (black), Sa-curve (green), and Cp,-curve (blue) at a Ps(c)-point. H,
P, and E mean hyperbolic, parabolic, and elliptic region, respectively.
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Proof. Consider the 2-jets of the parametrisation of the A-curve, Ss-curve, Cj-curve with the
second order coefficients given by

cp = 3(28 — 36% — 2a),

_6(36a8? — 7233 + 2402 — 7208 + 4832 — o + f3)

N (1+63)2 ’

6(—382 — o+ B)(366° + 24a — 243 + 1)
(1+6p8)2

The generic configurations of these curves occur when « and 8 avoid the set

{ep =0} U{cs =0} U {cc =0}.
The conditions cp = 0, cs = 0, and ¢c = 0 determine curves in («, 3)-plane represented by
dashed curve, dot-dashed curve, and doted curve in Figure 3, respectively. Then the (a, f)-
plane is partitioned into 11 open regions. There are four different configurations of the A-curve,
So-curve, and C)-curve that are given at the bottom of Figure 3. For instance, in regions 1
and 3, the configurations of the A-curve, Ss-curve, Cp-curve are described in the first bottom

picture; in regions 2, 4 and 10, the configurations are described in the second bottom picture
and so on. 0

Cs

Cco =

Acknowledgement: The author would like to thanks Farid Tari for discussions, and the ref-
erees for their useful comments and suggestions. This study was financed in part by Coor-
denagéo de Aperfeigoamento de Pessoal de Nivel Superior - Brasil (CAPES) - grant number
88887.357189/2019-00. The author would like to express his gratitude to the Hokkaido Univer-
sity for its hospitality where this work was partially carried out.

REFERENCES

[1] T. Banchoff, T. Gaffney and C. McCrory, Cusps of Gauss mappings. Research Notes in Mathematics 55
(1982), Pitman (Advanced Publishing Program).

[2] J. W. Bruce and A. C. Nogueira, Surfaces in R* and duality. Quart. J. Math. Oxford Ser. Ser. (2) 49 (1998),
433-443.

[3] J. W. Bruce and F. Tari, Families of surfaces in R*. Proc. Edinb. Math. Soc. 45 (2002), 181-203.

[4] J. W. Bruce and F. Tari, Dupin indicatrices and families of curve congruence. Trans. Amer. Math. Soc. 357
(2004), 267-285. DOI: 10.1090/s0002-9947-04-03497-x

[5] J. W. Bruce and F. Tari, Duality and implicit differential equations. Nonlinearity. 13 (2000), 791-811.
DOI: 10.1088/0951-7715/13/3/315

[6] M. Cibrario, Sulla reduzione a forma delle equatione linearialle derviate parziale di secondo ordine
di tipo misto, Accamdemia di Scienze e Lettrere, Instituto Lomardo Redicconti. 65 (1932), 889-906.
DOI: 10.1007/b£f03017728

[7] L. Dara, Singularites generiques des equations differentielles multi-forms, Bol. Soc. Bras. Mat. No. 6 (1975)
95-129. DOI: 10.1007/bf02584779

[8] A. A. Davydov, Qualitative control theory. Translations of Mathematical Monographs 142, AMS, Providence,
RI, 1994.

[9] J. L. Deolindo-Silva, Cr-invariantes para surperficies em R%. Doctoral Thesis, Instituto de Ciéncias
Matematicas e de Computacao, University of Sao Paulo, Sao Carlos, 2016.
DOI: 10.11606/T.55.2016.tde-03102016-104837

[10] J. L. Deolindo-Silva, Cross-ratio invariants for surfaces in 4-space (2018). arxiv: 1807.11133

[11] J. L. Deolindo-Silva and Y. Kabata, Projective classification of jets of surfaces in 4-space. Hiroshima Math-
ematical Journal, 49 (2019) 35-46. DOI: 10.32917/hmj/1554516037

[12] R. A. Garcia and J. Sotomayor, Harmonic mean curvature lines on surfaces immersed in R3. Bull. Braz.
Math. Soc., 34 (2) (2003), 303-331.

[13] C. G. Gibson, Singular points of smooth mappings. Pitman Research Notes in Mathematics, vol. 25 (1979).

[14] C. A. Hobbs and N. P. Kirk, On the classification and bifurcation of multi-germs of maps from surfaces to
3-space, Math. Scand. 89 (2001), 57-96


https://doi.org/10.1090/s0002-9947-04-03497-x
https://doi.org/10.1088/0951-7715/13/3/315
https://doi.org/10.1007/bf03017728
https://doi.org/10.1007/bf02584779
https://doi.org/10.11606/T.55.2016.tde-03102016-104837
http://arxiv.org/abs/1807.11133
https://doi.org/10.32917/hmj/1554516037

(15]
[16]
(17]
18]

[19]

ON THE CHARACTERISTIC CURVES ON A SURFACE IN R* 39

S. Izumyia, M. C. Romero-Fuster, M. A. S. Ruas and F. Tari, Differential geometry from a singularity theory
viewpoint. World Scientific, 2016. DOI: 10.1142/9108

J. A. Little, On the singularities of submanifolds of heigher dimensional Euclidean space. Annli Mat. Pura
et Appl. (4A) 83 (1969), 261-336.

D. K. H. Mochida, M. C. Romero-Fuster and M. A. S. Ruas, The geometry of surfaces in 4-space from a
contact viewpoint. Geometriae Dedicata 54 (1995), 323-332. DOI: 10.1007/bf01265348

D. M. Q. Mond, On the classification of germs of maps from R? to R3. Proc. London Math. Soc. 50 (1985),
333-369.

J. J. Nufio-Ballesteros and F. Tari, Surfaces in R* and their projections to 3-spaces. Roy. Proc. Edinburgh
Math. Soc. 13TA (2007), 1313-1328.

J. Oliver, On the characteristic curves on a smooth surface. J. London Math. Soc. (2) 83 (2011), 755-767.
R. Oset-Sinha and F. Tari, Projections of surfaces in R?* to R® and the geometry of their singular images.
Rev. Mat. Iberoam. 31, 1 (2015), 33-50. DOI: 10.4171/rmi/825

F. Tari, Pairs of foliations on surfaces. Real and Complex Singularities, Edited by M. Manoel, M. C.
Romero Fuster, C. T. C. Wall. London Mathematical Society Lecture Notes Series 380 (2010), 305-337.
DOI: 10.1017/cbo9780511731983.023

F. Tari, Self-adjoint operators on surfaces in R™. Differential Geom. Appl. 27 (2009), 296-306.

R. Uribe-Vargas, A projective invariant for swallowtails and godrons, and global theorems on the flecnodal
curve. Mosc. Math. J. 6 (2006), 731-768. DOI: 10.17323/1609-4514-2006-6-4-731-768

JORGE LUIzZ DEOLINDO-SILVA, DEPARTAMENTO DE MATEMATICA, UNIVERSIDADE FEDERAL DE SANTA CATARINA,

BLUMENAU-SC, BRAZIL.

Email address: jorge.deolindo@ufsc.br


https://doi.org/10.1142/9108
https://doi.org/10.1007/bf01265348
https://doi.org/10.4171/rmi/825
https://doi.org/10.1017/cbo9780511731983.023
https://doi.org/10.17323/1609-4514-2006-6-4-731-768

Proc. of 15th International Workshop

on Singularities, Sao Carlos, 2018
DOT: 10.5427/jsing.2020.22d

Journal of Singularities
Volume 22 (2020), 40-58

HORO-FLAT SURFACES ALONG CUSPIDAL EDGES IN THE
HYPERBOLIC SPACE

SHYUICHI IZUMIYA, MARIA CARMEN ROMERO-FUSTER, KENTARO SAJI,
AND MASATOMO TAKAHASHI

ABSTRACT. There are two important classes of surfaces in the hyperbolic space. One of class
consists of extrinsic flat surfaces, which is an analogous notion to developable surfaces in
the Euclidean space. Another class consists of horo-flat surfaces, which are given by one-
parameter families of horocycles. We use the Legendrian dualities between hyperbolic space,
de Sitter space and the lightcone in the Lorentz-Minkowski 4-space in order to study the
geometry of flat surfaces defined along the singular set of a cuspidal edge in the hyperbolic
space. Such flat surfaces can be considered as flat approximations of the cuspidal edge. We
investigate the geometrical properties of a cuspidal edge in terms of the special properties of
its flat approximations.

1. INTRODUCTION

The tangent plane at a point of a regular surface is a flat approximation of the surface at a
point, which is the basic idea to define the curvatures of the surface at the point. In this sense,
the curvature at a point measures how far or near is the shape of the surface from a plane at the
given point. On the other hand, the normal plane of a surface at a point also provides important
information of the surface, for instance, the notion of normal section plays an important role in
surface theory. One of the possible generalizations of this viewpoint consists in considering flat
surfaces which are tangent or normal to the surface along a given curve. In [12,18], osculating
(and normal) flat surfaces along a curve on a surface in the Euclidean space are investigated,
and with the help of these notions, the geometrical behaviour of a curve lying on a given surface
was studied in [11,16].

On the other hand, several articles on the differential geometry of surfaces with singularities
have appeared during the two last decades [4,7-14,21,25,26,29-34,36]. An important class of
singular surfaces is provided by the wave fronts, on which a smooth unit normal vector field of
the surface even at a singular point exists. This means that a tangent and thus normal planes
can be defined at any point of a wave front. One of the simplest and generic wave fronts is a
cuspidal edge, whose set of singular points is a regular space curve. In [23], osculating and normal
flat surfaces along the singular points of a cuspidal edge in the Euclidean space are defined and
investigated.

In the present paper we analyze the geometry of cuspidal edges in the hyperbolic space. We
point out that in the hyperbolic 3-space there exist two notions of flatness of surfaces [19, 22]
other than that of flat Gaussian curvature surfaces. We shall consider extrinsic flat surfaces and
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horospherical flat surfaces. The notion of extrinsic flat surfaces is a direct analogy to that of flat
surfaces in the Euclidean space. However, the notion of horospherical flat surfaces has completely
different properties [22]. It is a one-parameter family of horocycles, namely, a surface swept by
a horocycle. We call them horocyclic surfaces. We call each horocycle a generating horocycle.
It is known that a horospherical flat surface is (at least locally) parametrized as a horocyclic
surface [22, Theorem 4.4]. We introduce osculating and normal horospherical flat surfaces along
a cuspidal edge and we call them flat approximations. The main purpose of this paper is to
investigate the geometrical properties of a cuspidal edge in terms of the special properties of its
flat approximations. We use in §2 the Legendrian duality theorem obtained in [15] in order to
define the flat wave fronts as well as some invariants of cuspidal edges in the hyperbolic space.
Moreover, certain families of functions of the cuspidal edge are introduced in §2 as the main tool
in this paper. In §3, we quickly review the general theory of horocyclic surfaces given in [22].
The basic properties of the above families of functions are investigated in §4 and §5. In §6.3 we
analyze special cuspidal edges depending on special properties of flat approximations. Finally,
in §7 we make a remark on the global properties of a curve in the hyperbolic space from the
view point of the Legendrian duality.

We shall assume throughout the whole paper that all the maps and manifolds are of class C'™
unless the contrary is explicitly stated.

2. FLAT FRONTS IN THE HYPERBOLIC SPACE

The hyperbolic space is realized as a spacelike pseudo-hypersphere with an imaginary radius in
the Lorentz-Minkowski 4-space. The first author obtained in [15] a general theory on Legendrian
dualities for pseudo-spheres in the Lorentz-Minkowski space leading to a commutative diagram
between certain contact manifolds defined by the dual relations. Such dualities have proven to
be useful in the study of the differential geometry of submanifolds of the pseudo-spheres and the
results obtained have been described in several papers [2,5,17,22,24]. See also [6,27,28].

We observe that the flatness of a surface contained in a three dimensional pseudo-sphere is
determined by the degeneration of the dual surface. By taking this fact into account, we investi-
gate in the present paper the flat approximations of cuspidal edges contained in the hyperbolic
3-space.

Consider the Lorentz-Minkowski 4-space R} = (R% (, )) with the pseudo-inner product
(, ) = (—+++) and the following subspaces

H?={veR]|(v,v)=-1}, S} ={veR]|[(vv)=1}, LC"={veR]|(v,v)=0}

that we call respectively, the hyperbolic 3-space, the de Sitter 3-space and the lightcone. We take
now the submanifolds,

Ay = {(v,w) € H* x S} | (v,w) = 0},
Ay = {(v,w) € H* x LC* | (v,w) = —1},
together with their corresponding canonical projections
T AL = H3 mo i Ay = S3, oyt Ay — H3 moy i Ay — LO™.
We can consider the 1-forms (dv, w) and (v,dw) on R} x R{, given by
(dv,w) = —wodvy + widvy + wedve + wadvs, (v, dw) = —vodwy + vidw; + vodws + vadws,
for v = (vg,v1,v2,v3), w = (wg, w1, ws, ws) € R}. Clearly, the restrictions

01 = <d'v,w> A (Z = 172)

A iz = <’U, dw>
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determine the same hyperplane field over A;. Moreover, A; is a contact manifold with the
contact form 6;1(= 6;2), and m;1, e are Legendrian fibrations [15, Theorem 2.2]. There is a
contact diffeomorphism @15 : Ay — Ay, given by ®12(v, w) = (v, v + w) [15, page 330].

For a non-zero vector v € R} and a real number c, we define a hyperplane with pseudo normal
v by

HP(v,c)={x cR} | (x,v)=c }.

We say that HP(v,c) is a spacelike, a timelike or a lightlike hyperplane according v satisfies that
(v,v) < 0, (v,v) >0 or (v,v) = 0 respectively. We then have three kinds of totally umbilical
surfaces in H3, given by the intersection of H? with the different hyperplanes of R}: A surface
H3N HP(v,c) is said to be a sphere, an equidistant surface or a horosphere provided H P(v,c)
is a spacelike, a timelike or a lightlike hyperplane respectively. Moreover, an equidistant surface
H3 N HP(v,0) is called a hyperbolic plane.

Let U C R? be an open subset. We say that two maps f : U — H® and g : U — S$ are
A1 -dual (one to each other) if the map (f, g) : U — A, is isotropic [15]. Then amap f: U — H?
is said to be a frontal if it has a Aj-dual g : U — S3. Moreover, we say that f : U — H? is
a front provided it has a Aj-dual g : U — S3, such that (f,g) : U — A; is an immersion.
Analogous concepts for the As-duality can be introduced too.

A map f: U — H?3 is said to be flat (or more precisely, extrinsically flat) if its A;-dual
g : U — S} satisfies that rankdg, < 1 for any p € U. On the other hand, f : U — H? is
said to be horospherically flat (or horo-flat) provided its Ag-dual, g : U — LC™*, satisfies that
rankdg, <1 for any p € U.

Let M3 be a 3-dimensional manifold. A singular point p of the map-germ f : (U,p) — M3 is
a cuspidal edge if f is A-equivalent to the germ (u1,us) — (uy,u3,ud) at 0. If a singular point
pof f: (U,p) — M3 is a cuspidal edge, then we also say that the germ f is a cuspidal edge.
Here we recall that two map-germs f, g : (R?,0) — (R3,0) are A-equivalent provided there exist
diffeomorphism germs ¢ : (R?,0) — (R2,0) and ® : (R3,0) — (R3,0) such that ®o fogp~! =g.

It is well-known that a cuspidal edge f : (U, p) — H? is a front, namely, there exists a A; dual
g: (U,p) — S} of f such that (f,g) is an immersion (see [1,25], for example). Since both, the
singular set S(f) of f and its image f(S(f)), are regular curves, we can take a local coordinate
system (ug,us) centered at p on U such that

S(f) = {(u17u2)|u2 = O}a | <fu1 (u17 O)a fu1 (u170)> ‘ = 17 and det(fu17fu2u2ag7 f) > 0.
We set u; = w and vy(u) = f(u,0) and define vector fields along v as follows:

t(u) = fulu,0),
viu) = g(u,0),
(2.1) blu) = ~(u) At(u) Av(u),
L) = ~(u)+ev(u),
ly(u) = ~(u)+ebu),

where € = +1. Here, for any x1, o, x3 € R‘{‘, we define a vector @y A o A @3 by

—€y €1 €2 €3

1 1 1 1
Lo T3 Ty T3

1 NT2 N T3 = 2 2 .2 .2 |
Lo X1 Ty I3
3 3 .3 .3

Ty T] Ty T3

where {eg, €1, ez, e3} is the canonical basis of R and x; = (z{, 2%, x5, 2%). Then {v,t,v,b} is a
pseudo-orthonormal frame satisfying det(~,t,v,b) = 1, and {~,t,15,b}, {v,t,1;,v} are moving
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frames along «v. We then have the following Frenet-Serret type formulae:

43

' 0 1 0 0 ~
t 1 0 khoRPLE
(2:2) vV |lo -k 0 kM| v |
b 0 —sP -kl 0 b
! 0 1 0 0
(23) Z’ B 0 ekl kP Z
’ @yl 10 c 0 et ||
v ey —kKP —ekl 0 b
and
~' 0 1 0 0 ~
| ¢ 0 ekl kKR t
24 Gy =1 o w0 et ||
v —ekl —kM ekl 0 v
where
F&LL = (¥".v),
’%Zl = *d@t(’Y,’V’,“///,V)?
(2.5) kP = det(y,v,v, V),
¢ = 1—erh,
po= 1- 5%;?.

Here, we call Kvﬁ the normal curvature, H{f the geodesic curvature, /if the cuspidal torsion, b
the horospherical normal curvature, b the horospherical geodesic curvature of the cuspidal edge
respectively. Since b = vy AtAv, the horospherical geodesic curvature corresponds to the singular
curvature [34].

We denote I = U N S(f) and introduce the following functions on H3 x I

ny(a:,u) = <:B,lf,(’u,)> +1,
Hy(x,u) = (@,l(u)) +1.
One can also consider H,(x,u) = (x,v(u)) and Hy(x,u) = (x,b(u)). Considering these func-
tions is analogous notion in the Euclidean space [23]. See Appendix A for these cases.
We can take x as a parameter and regard these functions as parameter families of functions

of u, then we can look at their corresponding discriminant set.
Let g : (R,0) — (R,0) be a function. For a manifold N and p € N, a function

G: (N xR, (p,0)) = (R,0)

is called an unfolding of g if G(p,u) = g(u) holds. In this setting, we regard G as a parameter
family of a function g. We assume that ¢’(0) = 0 and define the set X and the discriminant
set Dg of G as

Yg ={(qu) € N xR | G(g,u) = Gu(q,u) = 0},
Dg = {q € N | there exists u € R such that G(q,u) = G,(¢,u) = 0}.

(2.6)

If the map (G, G,,) is submersion at (p,0), then ¥¢ is a manifold. By definition, the discriminant
set is the envelope of the family {q € N|G(q,u) = 0}y,ecr (see [3, Section 7] or [21, Section 5] for
the general theory of unfoldings and their discriminant sets).

Now apply (N,p) = (H®,p) for p € H® and G = Hf, Hf,. Since l; and lj are lightlike,
the discriminant sets Dye and Dy, are the envelopes of families of horospheres. For a fixed
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u, {x € H*(—1) | Hi,(z,u) = 0} are two horospheres tangent to the cuspidal edge at ~y(u)
and {x € H3(-1) | Hi(z,u) = 0} are two horospheres normal to the cuspidal edge at ~(u),
respectively. We investigate these functions and discriminant sets in Sections 4 and 5.

In what follows, we shall use the following abbreviation:

h h h
Ky = K,, Kp=RKp, FKi=K.

3. HOROCYCLIC SURFACES

In this section, we give a quick review of general treatment of horocyclic surfaces. See [22] for
detail. Let g : I — H3(—1) be a regular curve. Since H3(—1) is a Riemannian manifold, we can
reparametrize g by the arc-length. Hence, we may assume that g(s) is a unit speed curve. Then
the hyperbolic curvature x;, and the hyperbolic torsion 7, is defined by rp(s) = |g”(s) — g(s)]
and

(s) — _det(6(5).9'(5).9"(5).9"(5)
(sn(s)? |

where |[v| = /| (v,v) | for v € R}. Tt can be shown that the curve g(s) satisfies the condition
kr(s) = 0 if and only if there exists a lightlike vector ¢ such that g(s) — ¢ is a geodesic, where =
stands for the equality holds identically. Such a curve is called an equidistant curve. Moreover
g is called a horocycle if kp(s) = 1 and 7,(s) = 0. Let {7, a1, a2, a3} be a pseudo-orthonormal
basis of R} which satisfies (v,v) = —1 and (a;,a;) =1 (i = 1,2, 3). Setting

2
S
g(s) =v+sar+ — ('y+a2)

we see that kp(s) = 1 and 74(s) = 0. Thus s — g(s) is a horocycle. Furthermore, let
{v(u), a1(u), as(u), az(u)} be a pseudo-orthonormal frame on an open interval I which satisfies
(y(u),y(uw)) = =1 and (a;(u),a;(u)) =1 (i = 1,2,3). Then the surface

2
s
(3.1) F: (u,5) = y(u) + sa1(w) + 5 (v(u) + as(w))

is a one-parameter family of horocycles, namely, a horocyclic surface. We define fundamental
invariants of horocyclic surfaces. Since a horocyclic surface (3.1) is determined by the frame
{v(u),a1(u),as(u),as(u)}, the six functions ¢ (u), ..., cs(u) is defined by the following Frenet-
Serre type equations:

) (4 P W ) (3
al U _ ci(u cau CslU 1lu
(32) aw) | = e —a@ 0 ]| | e

i) \estw) —estw) —cslw) 0 ) \as(w)

Let a be a function of u, and set F(u,s) = F(u,s — a(u)). Then the images F(R x I) and
F(R x I) coincide. We set ¢4, ..., G be the invariants defined by (3.2) of F'(u,s). Then we have
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the equation

a(u) er(w) + —5—(ea(w) — er(w)) + au)ea(u) + o (),
e(u) = cau) +au)(ea(u) — a(u)),
_ _ a(u)? { a(u)?

53 cs(u) 1+ 5 cs(u) + a(u)cs(u) + 5 ce(u),

’ au)?

faw) = ealw) + U ea(w) - ea(u) + a(w)ealw) + o' (u),
cs(u) = es(u)+ a(g)(c;),(u) + cg(u)), ,
o(u) = (1 - 0‘(;‘) ) co () — a(u)es(u) — O‘(;) cs(u).

Then we see that ¢1(u) — ¢4(u) = ¢1(u) — c4(u) and
(3.4) ¢1(u) — ¢4(u) = 2(u) = 0 if and only if ¢ (u) — cq(u) = co(u) = 0.
Furthermore, the following proposition holds (see [22, Proposition 5.3]).
Proposition 3.1. The horocyclic surface F is horo-flat if and only if ¢1(u) — ca(u) = ca(u) =0
for any u € I.
4. OSCULATING HORO-FLAT SURFACES

In this section, we construct a parametrization of the discriminant set of Hj,.

Let f : (U,p) — H? be a cuspidal edge. As in Section 2, we assume I = S(f)NU = {(u,0)}NU
and set y(u) = f(u,0). Then we have vector fields along « as in (2.1). We consider invariants
defined in (2.5). We assume (k¢, h5)(u) # (0,0) for any u € I unless otherwise stated.

4.1. The discriminant set of H;, . By differentiating (2.3), we have

(4.1)
(I5) = bSt+ersd,
(L) = iy +e(—kpre — Kt + (ky — ekl + e}V + (K — eRukp + €7D,
1) = e(—rpki — 2K,y

+(1 = K} — erer), — 2erpky — ekl + e(—1 + K} 4 K7 )ky — K2 + erd)t
+(—kpkt + K, — 3ereRy — 3ekL Ky )V
+( — enjre — erd — 2erpk], + K}, + eRy + (K¢ — eRp)Ry — ERyk2)b.

Since {v,t,v,b} is a basis of Rf, we can set & = z.,v + 2t + x, v + zpb. Then Hf (x,u) =0
if and only if z, = ez, + 1. Moreover, Hf (x,u) = (H},)u(x,u) = 0 if and only if the equalities

lv
Ty =cx, +1, = —eks, T =Dbs

hold for some s € R, under the assumption (k¢ h5) # (0,0). Since & € H3, we have that
z, = es?(k7 + (h5)?)/2. Thus H (x,u) = (Hf,)y(z,u) = 0 if and only if
2

s? 2 €S 2 2
0= (04 052) 41 )y = et + 5 (684 (052 + s

for some s € R. Thus Dy is parameterized by

2

(u,8) —» o=+ ( — ekyt + f)ib)s + %(mf + (hf,)Z)lf,.

We set
o _ —ert +Hob

LR (h2)?
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and call it the normalized b-Darbouz vector field. By applying a parameter change

§=s\/r7 + (b3)2,

we obtain the following parameterization of Dy

2
S e
e

(u,s)»—):n:'y—l—Difs—i—?

Since |Df| = 1, for a fixed u, s — ~ + Dis + s%5,/2 is a horocycle, see §3. We also see that
{~, Dz ev, (I;)/|(L)'|} is a pseudo-orthonormal frame of R{. Following §3, we set

{77a17 as, CL3} = {77ﬁfa v, (li)l/|(li)/|}7

and

2
s
(4.2) Fiu(u,s) = F (u,8) =y + ars + (v + az).

By definition, Fj, is a Ag-dual of I5. An example of the osculating horo-flat surface Fy, of

(43)  flw) = (£l ). fau,0), falu ) v/ Filu o) + falu, o) + fo(uw,0)? 1),

where f1(u,v) = 3 +u, fo(u,v) = u?/2 +v%/2, f3(u,v) = u?/2 + uv?/2 + v3/2 near (0,0) is
provided by Figure 1. We can now define invariants ¢, 1,..., ¢, ¢ as in (3.2), namely,

\‘ T N +
\ | | ‘
\l/ k | {|

L L
\\ B ‘\\ ] \\\ :\J \,L\\

I

F1GURE 1. Cuspidal edge, Fj, and the both surfaces together

Y 0 Cy,1 Cy,2 Cu.3 Y
/
a; Cu,1 0 Cva  Cus || a1
(4.4) = , !
. =
as Cu2 —Cu4 0 cue | | a2

as 3 —Cus5 —Cug 0O as
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It is not difficult to see that

—ERt
Cvl = —rme———
Vi +(b5)
Cv2 = 0;
_ by,
w3 = e
VEE + (b5)
—ERt
4.5 Cva = Cl = —FFF———1,
5 VR (05
0,
Cu5 =

wi +(05)2
. —eky + K2 + K7
Ve = T,
ri 4 (05)°

Cy3tCue = H% + (hi)z,

where we set
G = —rn((07)% + £7) + ere(b7)" — ebimy.
By the condition (x4, b) # (0,0), we have ¢, 3 + ¢, 6 # 0. The invariant ¢, 5 corresponds to the
invariant ¢ of the Euclidean case (see [18,23]). Note that if (k, %) = (0,0), then by (2.3), it
holds that (I$)" = 0. This implies that Fj, is a horosphere.
By (4.4) and (4.5), we see

2
s
By = +ais+ 5 (7 +a3)
2
(4.6) =cy18Y + a1 + ey 18an + (Cu,s +cu 58+ 5(%3 + CV,G)) asz
(4.7) (Fl,)s = $v + a1 + saas,
where ' = 0/0t. We set
(4.8) A= (c3+ cl,,g)s2 +2¢,55 +2¢, 3
and
(4.9) 1N =0u— ¢, 10s,

then we see S(Fy,) = {(u,s) € I xR | A(u,s) =0} by (4.6) and (4.7). We also see ker dFj, = (n)r
on S(Fjy,) holds. By (4.6), (4.7) and (4.5),

2

5
Vl:ag—sal—g('y—i—ag)GSi3

is a Aq-dual of Fj,, and F;, + v; = v + as is a As-dual of Fj,. Since the As-dual of Fj,
degenerates to a curve, F, is a horo-flat surface. On the other hand, since ¢, 1 —c¢, 4 = ¢, 2 =0,
we also see that Fj, is a horo-flat surface by Proposition 3.1. It follows that each of Fj, is
a horo-flat surface tangent to the cuspidal edge at any ~(u), so that we call it an osculating
horo-flat surface (along the cuspidal edge).

4.2. Singularities of osculating horo-flat surface. We consider singularities of osculating
horo-flat surface Fj,. A singular point p of the map-germ f : (U,p) — (R3,0) is a swallowtail if
f is A-equivalent to (u,v) — (u,4v3 + 2uv, 3v* + uv?) at 0. A singular point p of f is a cuspidal
lip (vespectively, a cuspidal beak) if f is A-equivalent to (u,v) — (u, 20 + cu?v, 3v* + cu?v?)
at 0 with o = +1 (respectively, c = —1). A singular point p of f is a cuspidal cross cap if f is
A-equivalent to (u,v) — (u,v? uv?) at 0.
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Since v; : U —€ S}, the map (Fj,,v;) : U — A; is an immersion if and only if
(410) det(Fl/mVngaVlaFlV”S(qu) 7&07

where 7 is given by (4.9), and Vﬁ be the canonical covariant derivative by 1 along F' induced
from the Levi-Civita connection on H?®. Since

Vf;l/z = oy + a1a; + azas + (—cue + scus + (5%/2)(cs + cug))as

(g, a1, g are some functions), the left hand side of (4.10) is ¢, 1(¢cy,3 + cv6 — ¢p,1A). Thus by
the assumption ¢, 3 + ¢, 6 # 0, the condition (4.10) is equivalent to ¢, 1(u) # 0. Let @ be the
discriminant of A = (¢, 3 + ¢1.6)8% +2¢,,58 + 2¢,.3 (in (4.8)) regarding a quadratic equation of s:

Qu) = Cv,5(u)2 = 2¢y3(u)(cu3(u) +cpe(u)) = c,,75(u)2 —2b;(u).

If @ < 0, then there is no singular point. If Q(up) = 0, we set so = —c,5(uo)/(cv,3(uo)+cr,6(w0))-
Then (ug, So) is a singular point of Fj,,.

Proposition 4.1. Under the above notation, we have the following.
(I) If Q(ug) = 0, the singular point (uo, So) of Fi, is a cuspidal edge if and only if

cvi((cy 5+ C;/,G)S2 +2¢,, 55 +2¢,,3) # 0

at ug. Moreover, there are no swallowtails. The singular point (ug, So) is a cuspidal lip if and
only if cy1 #0, (¢, 34 ¢, 6)s* +2¢), 55+ 2¢], 3 =0, and

(4.11) det ((

st cle)s®+2dss+2¢ 5 2(c),34¢,6)5+ 20,5 -0
2(cy, 53+ c6)s +20,5 2(cu,3 + o)

at (ug, so). The singular point (ug, so) is a cuspidal beak if and only if ¢, 1 # 0,
(3 + Che)s” +2¢,55 +2¢,5 =0,
the left hand side of the determinant (4.11) is negative, and
(4.12) $*(c) g+l g)+2sc) 5+l g —2c), 1 (s(cu3+ue) +Cus)
—deyi(s(c,3+c6) +0,5) + 2012/,1(01/,3 +cu) #0

at (uo,80). The singular point (ug,so) is a cuspidal cross cap if and only if c,qn = 0 and
c,a((c, 3+ CI/J,6)32 +2¢,, 55+ 2¢;,3) # 0 at ug.
(IT) If Q(u) > 0, let s be the solution of A =0, namely,

(4.13) —Cu5E \/012/,5 —2¢y3(cu3 +cup)
. o — |
€3+ Cu6

Then (u, s) is a singular point. The singular point is a cuspidal edge if and only if ¢, 1 # 0 and
(4.14) (ch3 +€le)s” +20, 55+ 20,5 — 2001 ((cv3 + Cug)s + eu5) # 0

at (u,s). The singular point is a swallowtail if and only if c,1 # 0 and the left hand side of
(4.14) wanishes, (cv3 + cv)s + cvs # 0, and (4.12) holds at (u,s). Moreover, there are no
cuspidal lips and cuspidal beaks. The singular point (u,s) is a cuspidal cross cap if and only if
cv1 =0 and ¢, 1 ((¢, 34 ¢, 6)s* +2¢), 55 +2¢], 3) # 0 at (u,s).

There are criteria for these singularities of horo-flat surfaces in [22, Theorem 6.2]. However,
since the condition ¢, 3 = 0 is assumed in [22, Theorem 6.2], we give a proof.
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Proof. Since (4.10) is equivalent to ¢, 1(u) # 0, Fj,, is a front at a singular point if and only
if ¢,1 # 0 when @ > 0. We show the proposition by using Proposition B.1. By (4.6) and
(4.7), X in (4.8) is an identifier of singularities which is defined just before Proposition B.1. If
Q(up) = 0, then Ag(ug, so) = 0. Thus nA(ug, so) # 0 if and only if A, (ug, sg) # 0. This proves the
assertion for a cuspidal edge. Furthermore, since nA(ug, so) = 0 implies (Ay, As)(uo, s0) = (0,0),
this proves the assertion for a swallowtail. When (A, As)(ug, so) = (0,0), calculating the Hesse
matrix of A and nmA, we have the assertion of the case of Q(ug) = 0 by (3) of Proposition B.1. If
Q(u) > 0, by Proposition B.1 with the data A = (cy’g+c,,76)52+2cl,15s+201,73 and n = du—c,,10s,
we can show the assertion. (]

By (4.8), if ¢, 3 = 0, then (u,0) is a singular point of Fj,. This means that all generating
horocycles are tangent to Iy, |g(r,,) at all the regular points of this curve. Thus F}, is said to
be horo-flat tangent if ¢, 2 = ¢, 3 = ¢y,1 — cv.a = 0 holds (see [22, Section 5] for detail). See also
Section 6.3. If Fj, is horo-flat tangent, then we have the following corollary. In this case, since
¢v3+cue # 0, it holds that ¢, 6 # 0, and S(Fy,) = {s(cv65 + 2¢,5) = 0}.

Corollary 4.2. Under the assumptions c,2 = cy3 = 1 — cva = 0 and cu6 # 0 on the
singularities of Fy,, the map Fy, is a front, and the following assertions hold:

(I) If cu 5(uo) = 0, then Q(ug) = 0 and dA(up,0) = 0 hold, in particular there are no cuspidal
edge and swallowtail. The singular point (ug,0) is a cuspidal beak if and only if

C5(=2¢, 5+ cpice) #0
at ug, Moreover, there are no cuspidal lips.
(I) If cu 5(u) # 0, then Q(ug) > 0 and

(1) dX\ # 0 at both (u,0) and (u, —cy5/cu6)-

(2) A singular point (u,0) is a cuspidal edge. A singular point (u, —c,5/cy6) is a cuspidal
edge if and only if c, 5¢), s — 2¢;, 5c06 7 0 at u.

(3) A singular point (u,0) is not a swallowtail. A singular point (u, —cy 5/cu6) is a swallow-
tail if and only if ¢, 5¢;, 6—2¢;, 5¢u6 = 0 and a formula (4.12) with ¢, 3 =0, s = —c,5/cu6
holds at w.

Proof. Since ¢, 3 = 0, we have h5 = 0 by (4.5). By the assumption ¢, g # 0, it holds that x; # 0.
Again by (4.5), we get ¢,1 # 0. By (4.10), this condition is equivalent to that Fj, is a front,
we have the first assertion. One can easily show the other assertions by applying Proposition
4.1. O

5. NORMAL HORO-FLAT SURFACES

In this section, we construct a parametrization of the discriminant set of Hj;.

Let f : (U,p) — H? be a cuspidal edge. Under the same notation as in Section 4, we assume
(kt,b5)(u) # (0,0) for any w € I unless otherwise stated.
By using similar arguments to those of Section 4, we obtain the following. Since

(1;) = bt — ermyr,
we have that Hy,(@,u) = (Hp)y (2, w) = 0 if and only if
xy=cxp+ 1, x4 =ceres, x, =Dbgs, for some s e R,

where * = x,v + x¢t + 2,V + xpb.
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2
Since = € H?, it holds that z;, = 5%(/@% + (h$)?) and thus

2 2
s €s
Ty = 5(“? +(h9)2) + 1, @ =ckys, T, =his, = 7(“? + (h3)?).

We set

eryt + v
ki + (05)7
and call it the normalized v-Darbouz vector field. Now, by a parameter change,

5= $4/ H% + (hi)ga

and rewriting $ as s, we obtain the following parameterization of Dy

[

b

2
(u7s)|—>w:'y—|—D7fbs+%li.
2

As seen in the case of H,, since |D5,| = 1, for a fixed u, s — v + Dgs + %li is a parabola and

thus a horocycle ([22, Section 4]).
We have that {v, D5, b, (1;)'/|(1;)'|} is a pseudo-orthonormal frame. Analogously to Section 4,
we set

{7y av1,ap2,a53} = {v, D5, b, (15) /|(1;)'|}

and
$2
(5.1) Fip(u,s) = F(u,s) = v, + ap1s + 5(%’ +ap2).
By definition, Fy, is a Ag-dual of I;. Similarly to the case of Hj,, the invariants ¢ 1,...,cp ¢ are
defined by the relation
’)/’2 0 1 G2 b3 Yo
ay | | 0 Cha G5 || ap1
(5.2) 01| =
ay, o Ch2 —Cha 0 Ch,6 ap2
aj 3 3 —Cbs —Cpg O ay3
Then we have
ER¢
Ch1 =
VK7 +(b5)?
Cp2 = 07
b
Ch3 = @~V
K¢ + (b3)?
ER¢
Cha = Cpl = —F5——m)
(5:3) VAT ;)2
5h
Ch5 = 5 2 y
RN (A
—EKp + Ky + K
b = —ee————

ri + (b;)?

b3 +ene = +/ki+(hF)?2,

Sy = =k ((05)° + K7) — eri(b5) + ehiri.
By (5.3), vip = —(52/2), — sap1 + (1 — s2/2)ayp 2 is a Aq-dual of Fjp, and Fiy, + vy, = 7, + ap 2
is a Ag-dual of Fj,. Since the As-dual of Fj, degenerates to a curve, Fj, is a horo-flat surface.

where we set
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It follows that each of Fy;, is a horo-flat surface normal to the cuspidal edge at any ~(u), so
that we call it a normal horo-flat surface (along the cuspidal edge). An example of the normal
horo-flat surface Fj, of f as in (4.3) near (0,0) is provided by Figure 2. Similar calculations

!

B b I S § J‘ P

!
!

I A~ B

FiGURE 2. Cuspidal edge, Fj, and the both surfaces together

to those in Section 4, lead to the characterization of the singularities of Fj; (just substitute cp;
into ¢,; (i =1,...,6) in Proposition 4.1 and Corollary 4.2). By comparing (4.5) and (5.3), we
see that changing x, to k; and k; to —~x; in the formulae for ¢, ;, leads to the formulae for c; ;
(i=1,...,6).

6. SPECIAL CUSPIDAL EDGES

We consider a cuspidal edge f, where either Fj, or Fy;, has special properties. The special horo-
flat surfaces which are one-parameter families of horocycles (horo-flat horocyclic surfaces) are
classified in [22, pp815-818]. We consider here the cases of the horo-cylinder and the horocone.
We review the special horo-flat surfaces given in [22].

Definition 6.1. A horocyclic surface with the invariants ¢y, ..., cg is called a reqular horocylin-
drical surface if ¢c1 = co = ¢4 = ¢5 = 0, and c3(c3 + ¢6) > 0. A horocyclic surface is called a
secondary reqular horocylindrical surface if c; = ca = ¢y = ¢ =0, and ¢ — 2¢% < 0.

Definition 6.2. A horocyclic surface with the invariants cq, ..., cg is called a generalized horo-
cone if ¢ = ¢co = ¢3 = ¢4 = 0. A generalized horocone is called a horocone with a single
verter if ¢s = 0 and there is no subinterval J C I such that ¢g|; = 0. A horocone with two
vertices is a generalized horocone with the property that there is no subinterval J C I such
that ¢5|; = 0, and there exists A € R such that ¢¢ = Acs. A generalized horocone is called a
semi-horocone if the following holds for (i,5) = (5,6) or (i,7) = (6,5): There is no subinterval
J C I such that ¢;|; = 0 and ¢;/¢; is not constant on {¢t € I'|¢;(u) # 0}. If the condition
€1 = cg = c3 = ¢4 = ¢g = 0 holds and there is no subinterval J C I such that c¢5|; = 0, then the
image of the horocyclic surface is a horosphere. We call this a conical horosphere.
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Let « be a function. By (4.5) and substituting ¢, 1 — ¢,.4 = 0,¢,2 = 0 in (3.3), we get

é ¢ e o
1 = G =
’ ’ K+ (052
EU,Q = 0,
2 h 5
- _ @ P) 2 % by
Cv,3 - q Ky + hs +« + )
- y VI O T i w2

_ O
Cu,5 = 2+ (h2)? +a/k? + (5)2,
t
2 h 2 2
_ N A 2 _ 9 —Ehy ¥Ry TR
Cu,6 = B ki + (b)) aﬁg 1 (h:)? + k2 + (b3)2 ’
Cv3 +Cug = w7 + (h5)2,

and similarly, for a function 3, we get

_ _ ERt ,
Cp,1 = Gu=—F——oo=ouror + 0,
w7 + (h5)?

Cb,2 =

s

0,
Gy = ﬁ:\/m%(ff)?w U
| . “2+(h€)2 CENCAE
)
Eb,5 = 2 +1Eb5 +B\/ Ht +
b
h

e N i ek
o = /T (07 - ﬁn?+(hi)2+ EERCHE

(6.2)

e3+ e = ki +(b])2

We remark that one can obtain the formula for Fj, by interchanging x, to k; and k; to —k; in
the formula for Fj, .

6.1. Horocylinders as osculating and normal horo-flat surfaces. We consider the condi-
tion for Fj, and Fj, to be horocylinders. By (6.1) and (6.2), setting

_oh

(63) Qe = )
(87 + (b2)2)V/ ki + (b5)?

and

(6.4) )

(k7 + (05)2)V/k7 + (05)2
we see that ¢, 5 =0, ¢ 5 =0. Thus, ¢,1 = ¢,4 = 0 if and only if

—ERt ’
6.5 ———— +a. =0,
(0 ki + (b5)?
and ¢, 1 = Cp 4 = 0 if and only if

ERt ,
(6.6) ———— + 3. =0.

ki + (b5)?
Set
Ch = =2eri(r7 + (5))% — 2(k7 + (03))(6)" + 300 (k7 + (b))’

and

O = 2ere(k] + (05)%)° = 2(k7 + (05)%)(67)" + 365 (7 + (b5)%)"-
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Then the condition (6.5) is equivalent to C* = 0, and (6.6) is equivalent to C”* = 0. Moreover,
if o, satisfies (6.3), then ¢, 3 is equal to a positive functional multiplication of

—(55)°
2(k7 + (h5)?)?
and if (. satisfies (6.4), then &, 3 is equal to a positive functional multiplication of
S
2(k7 + (b3)%)?
Thus we obtain the following proposition.

+b5,

Proposition 6.3. The horocyclic surface Fy, is a reqular horocylindrical surface if and only if
Ch=0 and
— (5(};)2 5
53 + b, >0
2T+ (0528
The horocyclic surface Fyy, is a reqular horocylindrical surface if and only if C* =0 and

_(5h)2 €
—5——=55 +h; > 0.
2T+ (527
We see that if 5, = 0. Then 6" = —£,(h)? and 6" = —x,,(h7)? hold, and also &,1 = ¢, 4 = o,
and ¢p1 = G4 = B... We give examples of cuspidal edge whose osculating and normal horo-flat
surfaces are horocylinders.

Example 6.4. (regular horocylindrical surface) We set k; = k;, = 0 and &, satisfies h5 > 0.
Setting . = 0, then we see that ¢,1 = ¢, 2 =¢,4 =3C,5 =0, and ¢, 3(¢, 3 + & 6) > 0. Then by
definition, Fj, is a regular horocylindrical surface. Similarly, we set k; = k,, = 0 and k;, satisfies
by > 0. Setting S. = 0, then we see that &, 1 = ¢ = Cpa = G5 = 0, and & 3(Cp,3 + Cp6) > 0.
Then by definition, Fj; is a regular horocylindrical surface.

Example 6.5. (secondary regular horocylindrical surface) We set x; = k, = 0 and &, = 1.
Setting a. = 0, then we see that ¢, 1 = ¢, 2 = ¢,4 = g = 0, and 6375 — 26373 < 0. Then by
definition, Fj, is a secondary regular horocylindrical surface. We set k; = kp = 0 and k, = 1.
Setting 5. = 0, then we see that ¢ ;1 = €2 = G4 = Cp6 = 0, and 5575 - 25%73 < 0. Then by
definition, Fj; is a secondary regular horocylindrical surface.

6.2. Horocones as osculating and normal horo-flat surfaces. If the discriminant @,
(respectively, Qp) of

g @ e +(h3)2 + % + bl 0
Cus = —\/K e e =
T2V w052 T /w7t (b))
) ~ /82 E 5h bs
(respectlvely, Co3 =5 ki + (b5)% + 6@2 +?bi)2 + = +b(f15)2 =0
b

as an equation of « (respectively, ) is non-negative, then we have a solution « (respectively, ).
We set

h _ _&\/ft 12
o 2
ki + (b5)?
and -
h t !
n= T t0

ki + (b5)?
Then if o = 0, (respectively, o = 0,) F}, (respectively, F};) is a generalized horocone. Thus
we can state the following:
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Proposition 6.6. The horocyclic surface Fy,, is a generalized horocone if and only if o = 0 and
Qi > 0. The horocyclic surface Fyy, is a generalized horocone if and only if o =0 and Qp, > 0.

We give examples of cuspidal edge whose osculating and normal horo-flat surfaces are horo-
cones.

Example 6.7. (horocone with single and two vertices) We take x; = 0, a non-zero constant s,
and a constant x, satisfying h5 > 0 and I{g —2h5 > 0. We also take a constant « which is a
solution that ¢, 3 = 0. Then ¢, ;1 = ¢, 2 = ¢,,3 = ¢4 = 0 holds. Moreover, we see

Cus = —kp +ab;, C6=Db.

Thus setting xp and k,, satisfying —k, +abs = 0, then we obtain a horocone with a single vertex.
On the other hand, —kp + ab$ # 0, then we obtain a horocone with two vertices.

Similarly, we take x; = 0, a non-zero constant , and a constant s satisfying b7 > 0 and
K2 — 2h; > 0. We also take a constant 8 which is a solution that ¢, 3 = 0. Then

0

Cb,1 = Cp,2 =Cp,3 = Cpa
holds. Moreover, we see
— € — €
Co5 = —ky + Bhy,  Cbe = by

Thus setting that x, and sy satisfy —x, + 8h; = 0, then we obtain a horocone with a single
vertex. On the other hand, if —x, + Sh; # 0, then we obtain a horocone with two vertices.

Example 6.8. (semi-horocone) We set ex,, = 1 and ek < 0. By (6.1),

_ — /
Cy1 = Cpa = —cki/\/Ki+a.

Let a be a solution of 1 + o’ = 0, i.e., « = —u + A, where A is a sufficiently large positive
constant such that —e; is positive around u = 0. We take k; = —2e(u+ A) and k, = —u? + A%
Then ¢,1 = ¢,2 = C,3 = ¢,4 = 0. Moreover, ¢, 5 = —u?+ A% and ¢, 6 = 2(u+ A). Thus we get

a semi-horocone Fj, .

Similarly, set exp, = 1 and ex; > 0. Let 8 be a solution of 1 + 3" = 0 ie.,, 8 = —u + B,
where B is a sufficiently small negative constant such that ex; is positive around v = 0. We
take y = —2¢(u + B) and k, = u? — B%. Then, we see that Cp1 = Cpo = Cp3 = Cpa = 0,
G5 =u? — B? and ¢, = —2(u + B). Thus we get a semi-horocone F,.

6.3. Special cases. If k;, = 0, then v is the principal normal direction of -y, or equivalently, b
is the bi-normal direction of ~. If Kk, = 0, then v is the bi-normal direction of ~, and which to
say that b is the principal normal direction of ~.

Important particular cases are:

(i) Ky =€ (le, b, =0)in H},
(i) kp =€ (i.e., by =0) in Hp.

If (i) is satisfied, then ¢, 3 = 0 holds, and if (ii) is satisfied, then ¢y 3 = 0 holds. Namely,
the singular set of the original cuspidal edge and the singular set of the osculating and the
normal horo-flat surfaces coincide respectively. By Proposition 4.1, we have the conditions of
singularities of the osculating and normal horo-flat surfaces in terms of the information of the
singular locus of the cuspidal edge.
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7. DUALS OF THE SINGULAR SET OF THE CUSPIDAL EDGE

Since the curve v of the parameterization (4.2) takes values in H®, we can consider the A;
and Ap duals of v. We set HJ : S$ x I — R (respectively, Hé : LC* x I — R) by

Hi(x,u) = (x,v(u)) (respectively, H,ly(a:,u) = (x,v(u)) + 1).
Then we have a parameterization of the discriminant set of H3 given by
DD(¢,u) = cos ¢pr(u) + sin ¢pb(u).
The corresponding singular set S(DD;) is

S(DDY) = {(6,u)| cos 6 = st/ \ /02 + 13, sing = Fr, [\ /62 + 13},

with
~' 0 1 0 o0 ~
¢l |1 0 s 0]t
n| |0 -k, 0 7 n|’
e 0 0 -7, O e

where {~,t,n, e} is the hyperbolic Frenet frame along ~ and kj, = |t' — | (see Section 3). Since
DDy|spp,) = *e, it follows that +e = + (kv — kub)/\/K7 + K2, and T, = —ky + %
([20, p109]). v
On the other hand, we have a parameterization of the discriminant set of H ,ly given by
HS)(, u) = ¥(u) + cos dw(u) + sin 6b(u),
where ¢ € [0,27). We also have

S(HS) = {(as,u)\cowz G ””*"5_1}.

2 2
Ky + Ky

Thus DD; and HS; are As-dual each other. Here, Az = {(v,w) € LC* x S}| (v,w) = 1}
and as in Section 2, the phrase “DD; and HS; are Az-dual” amounts to say that the map
(DD, HS)) : U — Agj is isotropic with respect to the contact structure defined by the restrictions
of the 1-forms
931 = (d’u,w) |A37 932 = (v,dw) |A3-
See [15] for details.
Now, we give a global property of a curve in the hyperbolic space. There is a relation

10 0 0
7{ 0 1 0 0 0
t Ky Kb t
—lo o +
= n N R A A B
e/ 00 Rp Ry b

:F
VR VR R
between {v,t,n,e} and {~v,t,v,b}. If we define 0 by

Ry . 0 + Rbp
—, sinf=4+——,
K2 + K} VEZ + KD
then we get that k; = 6’ — 7,. And in the case that the singular set forms a circle C' = R/Z, we
obtain

cosf =+

/C(’Th + k) du=6(1) — 6(0) = 2nm (neZ).
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Observe that the integer n is the linking number of {n, e} around {~, t} along v(C), with respect
to {v, b}.

APPENDIX A. OSCULATING AND NORMAL EXTRINSIC FLAT SURFACES

We consider the following smooth functions on H3(—1) x I:
Hv(w7u) = <ZC,I/(U)>,
Hy(x,u) = (x,blu)).

Then by using the functions H, and Hj,, we can obtain analogous results. The discriminant
set of these functions are envelopes of the osculating or the rectifying hyperbolic planes. In the
Euclidean case, the discriminant set of the functions corresponding to them are envelopes of the
osculating or the rectifying planes. The results and the geometric meaning of them for these
cases are quite similar to those of the case in the Euclidean space [18,23]. Thus we only give
here the parameterizations for the discriminant sets of H, and Hj.

The discriminant set Dy, of the function H, can be parameterized by

kit + Kk, b

(u, @) + cosh ¢y (u) + sinh @D, (u), D,(u) = 22
t v

(w),

where we assume (K¢, %,) # (0,0). This is a one-parameter family of geodesics tangent to the
cuspidal edge. Therefore, Dy, is called an osculating extrinsic flat surface along the cuspidal
edge.

The discriminant set Dy, of the function Hy can be parameterized by
—Kit + Kpv

(1,0) = cosh oy(u) +sinh Dy (u), - D) = —5—%
t b

(u),
where we assume (k¢, kp) # (0,0). This is a one-parameter family of geodesics normal to the
cuspidal edge, so that Dy, is called a normal extrinsic flat surface along the cuspidal edge.

APPENDIX B. CRITERIA FOR SINGULARITIES

We state the some criteria to characterize the singularities used in Sections 4 and 5. Let
f: U — H? be a frontal with a Aj-dual g : U — S3. A function A is called an identifier
of singularities if it is a non-zero functional multiplication of the function det(f,, fv,g, f) for a
coordinate system (u,v) on U. If p € U satisfies rank df, = 1, then there exists a vector field n
such that (ng)r = ker df, for all ¢ € S(f). We call n a null vector field. Let p € U be a singular
point satisfying dA(p) # 0. Then there exists a parametrization ¢ : ((—z, 2),0) — (U, p) of S(f)
near p, where z > 0. Let Vj; be the canonical covariant derivative by 7 along a map f induced
from the Levi-Civita connection on H>. We set

u I u
(u) = det (df Ol) AV 5, f(v(@)) .

Then we have the following criteria for singularities:

Proposition B.1. Let p € U be a singular point of f satisfying rankdf, = 1. Then p is
(1) a cuspidal edge if and only if f is a front at p, and nA(p) # 0.
(2) a swallowtail if and only if f is a front at p, dA(p) # 0, nA(p) = 0 and nnA(p) # 0.
(3) a cuspidal beak (respectively, cuspidal lip) if and only if f is a front at p, dA(p) = 0,
det Hess A(p) < 0 and nnA(p) # 0 (respectively, det Hess A(p) > 0).
(4) a cuspidal cross cap if and only if nA(p) # 0, ¥(0) =0 and ¢'(0) # 0.
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These criteria for singularities in H3 can be easily shown by well-known criteria in [35, Corol-
lary 2.5] (see also [25, Proposition 1.3]) for (1) and (2), in [22, Theorem A.1] for (3), and in
[8, Corollary 1.5] for (4).
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DUALITY ON GENERALIZED CUSPIDAL EDGES PRESERVING
SINGULAR SET IMAGES AND FIRST FUNDAMENTAL FORMS

A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA

Dedicated to Professor Toshizumi Fukui for his siztieth birthday.

ABSTRACT. In the second, fourth and fifth authors’ previous work, a duality on generic real
analytic cuspidal edges in the Euclidean 3-space R® preserving their singular set images and
first fundamental forms, was given. Here, we call this an “isometric duality”. When the
singular set image has no symmetries and does not lie in a plane, the dual cuspidal edge is not
congruent to the original one. In this paper, we show that this duality extends to generalized
cuspidal edges in R?, including cuspidal cross caps, and 5 /2-cuspidal edges. Moreover, we
give several new geometric insights on this duality.

INTRODUCTION

Consider a generic cuspidal edge germ f whose singular set image is a given space curve C. In
the second, fourth and fifth authors’ previous work [14], the existence of an isometric dual foff
was shown, which is a cuspidal edge germ having the same first fundamental form as f. Roughly
speaking, a cuspidal edge which has the same first fundamental form and the same singular set
image as f but is not right equivalent to f, is called an “isomer” of f (see Definition 0.6 for
details). The isometric dual f is a typical example of isomers of f. Recently, the authors found
that if we reverse the orientation of C', two other candidates of isomers of f denoted by f, and
f. are obtained by imitating the construction of f. These two map germs f, and f, are cuspidal
edge germs which are called the inverse and the inverse dual of f, respectively ( f. is just the
isometric dual of f,). In this paper, we will show that all of isomers of f are right equivalent to
one of

fo fe £

We will also determine the number of congruence classes in the set of isomers of f.

By the terminology “C"-differentiable” we mean C*°-differentiability if » = co and real an-
alyticity if 7 = w. We denote by R® the Euclidean 3-space. Let U be a neighborhood of the
origin (0,0) in the uv-plane R* and let f : U — R® be a C"-map. Without loss of generality,
we may assume f(o0) = 0, where

(0.1) 0 :=(0,0), 0:=(0,0,0).
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A point p € U is called a singular point if f is not an immersion at p. A singular point p € U
is called a cuspidal edge point (resp. a generalized cuspidal edge point) if there exist local C"-
diffeomorphisms ¢ on R* and ® on R® such that ¢(0) = p, ®(f(p)) = 0 and

(Fa/2 :=)(u,0%,0%) = Do fop(u,v)  (resp. (u, v v%a(u,v)) = o f o p(u,v)),

where a(u,v) is a C"-function. Similarly, a singular point p € U is called a 5/2-cuspidal edge

point (resp. a fold singular point) if there exist local C"-diffeomorphisms ¢ on R? and ® on R?
such that ¢(0) = p, ®(f(p)) = 0 and

(f5/2 ::)(ua 7}2,1)5) =®o f o (P(U, U) (resp. (’LL, U2, 0) =®o f o SD(/U”U) ) :
Also, a singular point p € U is called a cuspidal cross cap point if there exist local C"-
diffeomorphisms ¢ on R* and ® on R? such that ¢(0) = p, ®(f(p)) = 0 and

(feer :=)(u, v, uv®) = ® o f o (u,v).
These singular points are all generalized cuspidal edge points.

Let Gy, (R2, R?) (resp. G"(R2, R®)) be the set of germs of C"-cuspidal edges (resp. gener-
alized C"-cuspidal edges) f(u,v) satisfying f(o) = 0. We fix [ > 0 and consider an embedding
(i.e. a simple regular space curve)

c:J— R (J:=[-11)

such that ¢(0) = 0. We do not assume here that « — c(u) is the arc-length parametrization (if
necessary, we assume this in latter sections). We denote by C' the image of ¢. Here, we ignore
the orientation of C' and think of it as the singular set image (i.e. the image of the singular
set) of f. We let Qg/Q(Rg,R37C) (resp. G"(R2, R?,C)) be the subset of Qg/z(R(Q),RB) (resp.
G"(R2, R%)) such that the singular set image of f is contained in C' (we call C' the edge of f).
Similarly, a subset of G"(R2, R?,C) denoted by

consisting of germs of cuspidal cross caps (resp. 5/2-cuspidal edges) is also defined.
Throughout this paper, we assume the curvature function x(u) of c(u) satisfies

(0.2) k(u) >0 (welJ).
Let U be a neighborhood of J x {0} of R?*and f : U — R® a C"-map consisting only of
generalized cuspidal edge points along J x {0} such that
(0.3) f(u,0) = c(u) (ueld).
We denote by G"(R?, R?,C) the set of such f (f is called a generalized cuspidal edge along C).
Like as the case of map germs at o, the sets
g§/2(R37R370)7 gg‘cr(R37R37C)a gg/Q(R‘ZhRSﬂC)

are also canonically defined. For each point P on the edge C, the plane II(P) passing through
P which is perpendicular to the curve C is called the normal plane of f at P. The section of
the image of f by the normal plane II(P) of C at P is a planar curve with a singular point at
P. We call this the sectional cusp of f at P. Moreover, we can find a tangent vector v € TpR?
at P, which points in the tangential direction of the sectional cusp at P. We call v the cuspidal
direction (cf. (3.6) and Figure 1). The angle p of the cuspidal direction from the principal
normal vector of C' at P is called the cuspidal angle.
If we normalize the initial value 0.y € (=, 7] at ¢(0)(= 0), then the cuspidal angle

Q(u) = Gc(u) (u S J)
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fhe secliowal

Cusp

FIGURE 1. A cuspidal edge and its sectional cusp

at c(u) can be uniquely determined as a C"-function on J. In [12, 16], the singular curvature
ks(u) and the limiting normal curvature k, (u) along the edge c(u) are defined. In our present
situation, they can be expressed as (cf. [3, Remark 1.9])

(0.4) /-is(u) = k(u )cos 0(u ) Ky (u) == k(u) sin 6(u) (uelJ).
By definition, s(u) = y/ks(u)2 + £, (u)? holds on J. We say that f € G"(R?, R?,C) is generic

at o if
(0.5) |ks(0)] < k(0).

We denote by G (Ri,Rs,C’) the set of germs of generic generalized C"-cuspidal edges in
G"(R%, R?,C), and set

Lap(Ro, RY,C) = Gl(R;, R*,C) NG} (R, R, 0),
(0.6) Gl cor (R, B, C) := GL(RG, RP, C) N G, (B3, R, C),
:,5/2(R(2;a R’,C):=G/(R.,R’,C)N QE/Q(RE’ R’,C).
On the other hand, for f € G"(R%, R*, C), we consider the condition
(0.7) |ks(u)] < w(u) (uelJ),
which implies that all singular points of f along the curve C are generic. We denote by
(0.8) G.(R},R’,C)
the set of f € G"(R%, R®, C) satisfying (0.7). Moreover, if
(0.9) max |rs(u)] < ZIIEIIJIFL(U)
holds, then f is said to be admissible. We denote by
(0.10) G..(R3,R°,0)
the set of admissible f € QT(Rg, R?,C). Then by imitating (0.6),
(0.11) ra(BLRLC), G (R RELC)
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are also defined. The following assertion is obvious:

Lemma 0.1. Suppose that f belongs to gg/z(Rg,R3,C) (resp. g:ﬁg/Q(R?),R?ZC’) ). Then there
eaéis)ts 5([> 0) ?’uch that f is an element ofgg/Q(Rg(E), R?,C) (resp. g;‘*,3/2(R“2](E)’R3’ C)), where
J(e) :=|—¢,¢].

Let O(3) (resp. SO(3)) be the orthogonal group (resp. the special orthogonal group) as the
isometry group (resp. the orientation preserving isometry group) of R? fixing the origin 0.

Definition 0.2. Suppose that f; (i = 1,2) are generalized cuspidal edges belonging to
G"(R2,R? C) (resp. G"(R%, R? C)). Then the image of f; is said to have the same image
as fo if there exists a neighborhood U;(C R?) of o (resp. J x {0}) such that f,(Uy) = fo(Us).
On the other hand, f; is said to be congruent to f, if there exists an orthogonal matrix T' € O(3)
such that T o f; has the same image as fo.

We then define the following two equivalence relations:
Definition 0.3. For a given f belonging to G"(R?, R®,C) (resp. g”(R%, R?,()), we denote by
ds?c its first fundamental form. A generalized cuspidal edge g belonging to Q’"(Ri7 R?,C) (resp.

QT(R?I, R?,()) is said to be right equivalent to f if there exists a diffeomorphism ¢ defined on
a neighborhood of o (resp. J x {0}) in R* such that g = f o .

Definition 0.4. For a given generalized cuspidal edge f € G"(RZ?, R®, C) (resp. QT(R?I, R?,0)),
we denote by ds?c its first fundamental form. A generalized cuspidal edge ¢ € G"(R2, R*,C)
(resp. G"(R%, R?,(0)) is said to be isometric to f if there exists a diffeomorphism ¢ defined on
a neighborhood of o (resp. J x {0}) in R? such that ©*ds} = ds2.

In particular, we consider the case f = g. If QD*dS% = dsfc and ¢ is not the identity map, then
v is called a symmetry of dsfc. Moreover, if ¢ reverses the orientation of the singular curve of f,
then ¢ is said to be effective.

Remark 0.5. A cuspidal edge g € gg/Q(Ri, R3,C) (resp. gg/2(R3, R?,()) has the same image
as a given germ f € Q§/2 (R%,R?,C) (resp. gg/2 (R%, R?,()) if and only if g is right equivalent
to f (cf. [10]).

If two generalized cuspidal edges f,g € G"(R2, R?,C) (resp. G"(R%, R*, C)) are right equiv-
alent, then they are isometric each other. However, the converse may not be true. So we give
the following;:

Definition 0.6. For a given f € G"(R2, R*,C) (resp. G"(R%, R*,C)), a generalized cuspidal
edge g € G"(R2, R*,C) (resp. G"(R%, R, 0)) is called an isomer of f (cf. [14]) if it satisfies the
following conditions;

(1) g is isometric to f, and
(2) g is not right equivalent to f.

In this situation, we say that g is a faithful isomer of f if

e there exists a local diffeomorphism ¢ such that ¢*ds} = ds?, and
e the orientations of C' induced by u — f o ¢(u,0) and u — g(u,0) are compatible with
respect to the one induced by u — f(u,0).

In [14, Corollary D], it was shown the existence of an involution

(0.12) :},3/2(R37R3>C) >f—fe Q§3/2(R§,R37C).
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To construct f, we need to apply the so-called Cauchy-Kowalevski theorem on partial differential
equations of real analytic category (cf. Theorem 3.8). Here, f is called the isometric dual of f,
which satisfies the following properties:

(i) The first fundamental form of f coincides with that of f.
(ii) The map f is a faithful isomer of f.
(iii) If O(P) is the cuspidal angle of f at P(€ C), then —0(P) is the cuspidal angle of f at P.
In [14], a necessary and sufficient condition for a given positive semi-definite metric to be realized
as the first fundamental form of a cuspidal edge along C' is given. In this paper, we first prove
the following using the method given in [14]:

Theorem 1. There exists an involution (called the first involution)
(0.13) Io : G2(R5,R*,C) > f— f e GY (RS, R, C)

defined on g‘;’(R?]v, 3.C) (cf. (0.8)) satisfying the properties (i), (ii) and (iii) above. Moreover,
regarding f and f as map germs at o (cf. Lemma 0.1), Z¢ induces a map

(0.14) L, G2(R;, R*,C) > f > f € G2(Rg, R, C),
which gives a generalization of the map as in (0.12).

The existence of the map Z, follows also from [5, Theorem B], since f is strongly congruent
to f in the sense of [5, Definition 3]. However, the existence of the map Z¢ itself does not follow
from [5], since f given in Theorem I is not a map germ at o, but a map germ along the curve
C. Some variants of this result for germs of swallowtails and cuspidal cross caps were given in
[5, Theorem B] using a method different from [14]. (For swallowtails, the duality corresponding
to the above properties (i), (ii) and (iii) are not obtained, see item (4) below.) The authors find
Theorem I to be suggestive of the following geometric problems:

(1) How many right equivalence classes of isomers of f exist other than f?

(2) When are isomers non-congruent to each other?

(3) The existence of the isometric dual can be proved by applying the Cauchy-Kowalevski
theorem. So we need to assume that the given generalized cuspidal edges are real ana-
lytic. It is then natural to ask if one can find a new method for constructing the isometric
dual in the C'*°-differentiable category.

(4) Can one extend isometric duality to a much wider class, say, for swallowtails?

In this paper, we show the following:

e For a given generalized cuspidal edge f € Q;‘;(R%, R?,(C), there exists a unique gener-
alized cuspidal edge f. € G¥, (R%, R?,C) (called the inverse of f) having the same first
fundamental form as f along the space curve c(—u) whose cuspidal angle has the same
sign as that of f. Moreover, any isomers of f are right equivalent to one of {f, fs fes f*}
(see Theorem II), where f, := Zc(f.) is called the inverse dual of f.

e The four maps f, f, f., f« are non-congruent in general. Moreover, the right equiva-
lence classes and congruence classes of these four surfaces are determined in terms of the
properties of C'and ds? (cf. Theorems IIT and IV).

e Suppose that the image of a C'°°-differentiable cuspidal edge f is invariant under a non-
trivial symmetry 7' € SO(3) (cf. Definition 1.2) of R®. Then explicit construction of f
without use of the Cauchy-Kowalevski theorem is given (see Example 5.3).

About the last question (4), the authors do not know whether the isomers of a given swallowtail
will exist in general, since the method given in this paper does not apply directly. So it left here
as an open problem. (A possible isometric deformations of swallowtails are discussed in authors’
previous work [5].)
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The paper is organized as follows: In Section 1, we explain our main results. In Section 2,
we review the definition and properties of Kossowski metrics. In Section 3, we prove Theorem I
as a modification of the proof of [14]. In Section 4, we recall a representation formula for
generalized cuspidal edges given in Fukui [3], and prove Theorem II. In Section 5, we investigate
the properties of generic cuspidal edges with symmetries. Moreover, we prove Theorems III and
IV. Several examples are given in Section 6. Finally, in the appendix, a representation formula
for generalized cusps in the Euclidean plane is given.

1. RESULTS

Let ds? be a C"-differentiable positive semi-definite metric on a C"-differentiable 2-manifold
M?. A point o € M? is called a reqular point of ds? if it is positive definite at o, and is called a
singular point (or a semi-definite point) if ds? is not positive definite at 0. Kossowski [8] defined
a certain kind of positive semi-definite metrics called “Kossowski metrics” (cf. Section 2). We
let ds? be such a metric. Then for each singular point o € M?, there exists a regular curve
v : (—&,e) = M? such that v(0) = o and « parametrizes the singular set of ds® near o. Such
a curve is called the singular curve of ds? near o. In this situation, if ds?(y/(0),7/(0)) does not
vanish, then we say that “ds? is of type I at 0”. The first fundamental forms (i.e. the induced
metrics) of germs of generalized cuspidal edges are Kossowski metrics of type I (cf. Proposition
3.1).

Setting M? := (R?;u,v), we denote by IC{(R?,) the set of germs of C"-Kossowski metrics of
type I at 0 := (0,0). We fix such a ds?> € KJ(R2). Then the metric is expressed as

ds?> = Edu? + 2Fdudv + Gdv?,

and there exists a C"-function A such that EG — F? = )\2. Let K be the Gaussian curvature of
ds? defined at points where ds? is positive definite. Then

(1.1) K :=)\K

can be considered as a C"-differentiable function defined on a neighborhood U(C R?) of o (cf.

[12, 5]). If K vanishes (resp. does not vanish) at a singular point ¢ € U of ds?, then ds? is

said to be parabolic (resp. non-parabolic) at q (see Definition 2.6). We denote by K% (R2) (resp.
(2 . . - . .

K, (R;)) the set of germs of non-parabolic (resp. parabolic) C”-Kossowski metrics of type I at

0. The subset of /C;(Rz) defined by

Kp . (R2) = {ds* € K}(R%); K'(0) # 0}
(= {ds* € Ki (R2)5 K(0) = 0, K'(0) #0})

plays an important role in this paper, where K’ = 9K /Ou. Metrics belonging to IC;’*(R(Q))

are called p-generic. On the other hand, if K vanishes identically along the singular curve of
ds? € Kj(R2), we call ds®> an asymptotic Kossowski metric of type I. We let K7 (R2) be the set
of germs of such metrics. This terminology comes from the following two facts:

e for a regular surface, a direction where the normal curvature vanishes is called an as-
ymptotic direction, and

e the induced metric of a cuspidal edge whose limiting normal curvature x, vanishes
identically along its singular set belongs to ICZ(R?,). (Such a cuspidal edge is called an
asymptotic cuspidal edge, see Proposition 4.12.)
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By definition, we have
KUR)NK(RS) =0, KL(Rg) UK (RY) = K (RY),
Ko (R) € K(R3) © K (RY).
For ds? € K’ (R?), the Gaussian curvature K can be extended on a neighborhood of 0 as a C"-

differentiable function. Let n € T, R? be the null vector at the singular point o of the asymptotic
Kossowski metric ds?. If

(1.2) dK (n)(0) # 0,
then ds? is said to be a-generic, and we denote by ICQ*(Ri)(C K7 (R2)) the set of germs of

a~generic asymptotic C"-Kossowski metrics. Considering the first fundamental form ds?c of f,
we can define a map

(1.3) J,:GL(R.,R?,C) > f — ds7 € K[(R}).

Theorem I1. There exists an involution (called the second involution)
I : G2.(R5,R*,C) 3 [ = f. € G¥.(R5, R, C)
defined on G, (R%, R3,C) (cf. (0.11)) satisfying the following properties:
(1) f« has the same first fundamental form as f, and is a non-faithful isomer of f,

(2) It oIc =1c o1k, where I is the first involution as in Theorem L.
(3) Regarding f and f. as map germs at o (cf. Lemma 0.1), If, canonically induces a map
)

T::GY(R2,R’,C)> f— f. € G2 (R2, R, C)

such that Jo oL} =J, and Ly oL, =1,01L}.
(4) Suppose that g belongs to G¥(R2, R?,C) (resp. G, (R%, R, C)). If the first fundamental
form of g is isometric to that of f, then g is right equivalent to one of f, f, f« and fi.

(1.4

Recently, Fukui [3] gave a representation formula for generalized cuspidal edges along their
edges in R®. (In [3], a similar formula for swallowtails is also given, although it is not applied in
this paper.) We denote by C"(R,) (resp. C"(R?)) the set of C"-function germs at the origin of
R (resp. R?). We fix a generalized cuspidal edge f € G" (Rz,RB, () arbitrarily. The sectional
cusp of f at c(u) induces a function u(u,t) € C"(R?) which is called the “extended half-cuspidal
curvature function” giving the normalized curvature function of the sectional cusp at c(u) (see
the appendix). The value

pi(u,0)
2

coincides with the cuspidal curvature at the singular point of the sectional cusp, and so it is
called the cuspidal curvature function of f (cf. [12]). In Section 4, we give a Bjorling-type
representation formula for cuspidal edges (cf. Proposition 4.3), which is a modification of the
formula given in Fukui [3]. (In fact, Fukui [3] expressed the sectional cusp as a pair of functions,
but did not use the function p.) Fukui [3] explained several geometric invariants of cuspidal
edges in terms of kg, K, and 0. In Section 4, using several properties of modified Fukui’s formula
together with the proof of Theorem I, we reprove the following assertion which determine the
images of the maps Z, and J, (the assertions for the map Z* are not given in [14, 5, 6]):

Fact 1.1. The maps Z,, I} and J, (cf. (0.14), (1.3) and (1.4)) satisfy the followings:
(1) These two maps I, and I} are involutions on gfg/Q(Rg,R?’,C), and J, maps
;S/Q(Ri,R37C’) onto K¥(R2) (cf. [14, Theorem 12]).

(1.5) Ke(u) =



66 A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA
(2) The two maps I, and I are involutions on gﬁccr(Rg,R?’,C), and J, maps
g,ﬁccr(Rg,RS,C) onto IC;*(R?)) (cf. [5, Theorem Al]).

(3) The two maps I, and IF are involutions on g‘:5/2(R§,R3,C), and J, maps

;5/2(R§,R37C) onto IC‘(‘;_’*(RE) (cf. [6, Theorem 5.6)).

We may assume that the origin 0 is the midpoint of C', and give here the following terminolo-
gies:
Definition 1.2. The curve C' admits a symmetry at 0 if there exists ' € O(3) such that
T(C) = C and T is not the identity. Moreover, T is said to be trivial if T(P) = P for all
P e C. A symmetry of C which is not trivial is called a non-trivial symmetry. (Obviously, each

non-trivial symmetry reverses the orientation of C.) A non-trivial symmetry is called positive
(resp. negative) if T € SO(3) (resp. T € O(3) \ SO(3)).

If C lies in a plane, then there exists a reflection S € O(3) with respect to the plane. Then S
is a trivial symmetry of C'. We prove the following assertion.

Theorem III. Let [ € g*“*73/2(RL2,,R3,C), that is, f is admissible. Then the number of the

right equivalence classes of f, f, f« and f. is four if and only if ds?c has no symmetries (cf.
Definition 0.4).
Moreover, we can prove the following:

Theorem IV. Let f € GZ, 3/Q(R‘QI,Rg,C’). Then the number N¢ of the congruence classes of
the images of f, f, f. and f. satisfies the following properties:

(1) If C has no non-trivial symmetries, and also dsfc has no symmetries, then Ny = 4,
(2) if not the case in (1), it holds that Ny < 2,
(3) Ny =1 if and only if

(a) C lies in a plane and has a non-trivial symmetry,

(b) C lies in a plane and ds?c has a symmetry, or

(c) C has a positive symmetry and ds?c also has a symmetry.

2. KOSSOWSKI METRICS
In this section, we quickly review several fundamental properties of Kossowski metrics.

Definition 2.1. Let p be a singular point of a given positive semi-definite metric ds? on M?2.
Then a non-zero tangent vector v € T, M? is called a null vector if

(2.1) ds*(v,v) = 0.
Moreover, a local coordinate neighborhood (U;u,v) is called adjusted at p € U if 9, := 9/0v

gives a null vector of ds? at p.

It can be easily checked that (2.1) implies that ds?(v,w) = 0 for all w € T,M?2. If (U;u,v)
is a local coordinate neighborhood adjusted at p € U, then F(p) = G(p) = 0 holds, where
(2.2) ds? = E du® + 2F dudv + G dv?.
Definition 2.2. A singular point p € M? of a C"-differentiable positive semi-definite metric ds?
on M? is called K-admissible if there exists a local coordinate neighborhood (U;u,v) adjusted
at p satisfying
(2.3) E,(p) = 2F,(p), Gu(p) = Gu(p) =0,
where E, F, G are the C"-functions on U given in (2.2).
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If ds?c is the induced metric of a C™-map f : U — R® and f,(p) = 0, then (2.3) is satisfied
automatically (cf. Proposition 3.1). The property (2.3) does not depend on the choice of a local
coordinate system adjusted at p, as shown in [8] and [4, Proposition 2.7]. In fact, a coordinate-
free treatment for the K-admissibility of singular points is given in [8] and [4, Definition 2.3].

Definition 2.3. A positive semi-definite C"-differentiable metric ds? is called a Kossowski metric
if each singular point p € M? of ds? is K-admissible and there exists a C"-function A(u,v) defined
on a local coordinate neighborhood (U;w,v) of p such that

(2.4) EG—-F?*=)  (onU),
(2.5) (Au(p); Au(p)) # (0,0),
where E, F, G are C"-functions on U given in (2.2).

The above function X is determined up to -ambiguity (see [5, Proposition 3]). We call such
a \ the signed area density function of ds® with respect to the local coordinate neighborhood
(U;u,v). The following fact is known (cf. [8, 16]).

Fact 2.4. Let ds? be a Cf—diﬁerentiable Kossowski metric defined on a domain U of the uv-
plane. Then the 2-form dA := Adu A dv on U is defined independently of the choice of adjusted
local coordinates (u,v).

We call dA the signed area form of ds?. Let K be the Gaussian curvature defined on the
complement of the singular set of ds2.

Fact 2.5 ([8] and [4, Theorem 2.15]). The 2-form Q := KdA can be extended as a C"-differential
form on U.

Definition 2.6. We call Q the Euler form of ds?. If Q vanishes (resp. does not vanish) at a
singular point p € U of ds?, then p is called a parabolic point (resp. non-parabolic point).

The following fact is also known (cf. [8, 4, 5]).

Fact 2.7. Let p be a singular point of a Kossowski metric ds®>. Then the null space (i.e. the
subspace generated by null vectors at p) of ds? is 1-dimensional.

By applying the implicit function theorem for A (cf. (2.5)), there exists a regular curve ~y(t)
(Jt|] < €) in the uv-plane (called the singular curve) parametrizing the singular set of ds? such
that v(0) = p. Then there exists a C"-differentiable non-zero vector field 7(t) along ~(t) which
points in the null direction of the metric ds?. We call n(t) a null vector field along the singular
curve ~(t).

Definition 2.8 ([4]). A singular point p € M? of a Kossowski metric ds? is said to be of type I
or an As point if the derivative 4/(0) of the singular curve at p (called the singular direction at
4(t)) is linearly independent of the null vector n(0). Moreover, ds? is called of type I if all of the
singular points of ds? are of type L.

3. GENERALIZED CUSPIDAL EDGES

Fix a bounded closed interval J(C R) and consider a C"-embedding ¢ : J — R* with arc-
length parameter. We assume that the curvature function x(u) of c(u) is positive everywhere.
We fix a C"-map f : U — R?® defined on a domain U in the zy-plane R? containing J; x {0}
such that each point of J; x {0} is a generalized cuspidal edge point and

fx{oh=c  (C=c()),
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where J; is a bounded closed interval in R. Such an f is called a generalized cuspidal edge along
C. For such an f, there exists a diffeomorphism

@ : U3 (u,0) = (x(u,v),y(u, ) € p(U)(C U)

such that
(3.1) fu,v) = f(a(u,v),y(u,v))
satisfies
v? .
(32) Flas0) = e(w) + S-Eu,v)

where £(u, 0) gives a vector field along ¢ which is linearly independent of ¢’ (u).

Proposition 3.1. The induced metrics of C"-differentiable generalized cuspidal edges are C" -
differentiable Kossowski metrics whose singular points are of type I.

Proof. Let f be a generalized cuspidal edge as in (3.2), and let dsfc = Edu® + 2Fdudv + Gdv?
be the first fundamental form of f. Then

E=fu fu F=fu fo, G=[fy fo
hold, where “” is the inner product of R®. Since f,(u,0) = 0, one can easily check (2.3). By

(3.2), we have
, o v? s PO TN
(¢+56) < (6+36)

where x denotes the cross product in R®. Since two vectors ¢’ (u), ¢ (u,0) are linearly indepen-
dent, the function A on U given by

2/\ ~ A~
(33) dmodo o (4 56 x (64 56)

is C"-differentiable and Ao (u,0) # 0. Moreover, A\? coincides with EG — F2. Since \, # 0, ds?
is a Kossowski metric. Since f,(u,0) = 0, 9, := 9/Jv gives the null-direction, which is linearly
independent of the singular direction d,. So all singular points of ds? are of type L O

2
EG_FQ:lqufv|2:U2

)

Let dsfc be the induced metric of C"-differentiable generalized cuspidal edge f € G"(R5, R*,C).
We set K (:= AK) (cf. (1.1)), where K is the Gaussian curvature of ds% defined at points where
dsfc is positive definite. As mentioned in the introduction, K can be extended as a C"-function
on U. Moreover, K := vK also can be considered as a C"-function on U (cf. [12, 5]).

Corollary 3.2. The following assertions hold:

(1) K(u,0) # 0 if and only if K (u,0) # 0, and

(2) Ku(u,0) # 0 if and only if K,(u,0) # 0, under the assumption K (u,0) = 0.
Proof. By (3.3), we have the expression A = v)\g, where Ag(u,0) # 0. So if we set K = vK,
then K = MK, and K(u,0) = Ao(u,0)K (u,0) hold, and so the first assertion is obvious.
Differentiating K = \oK, we have

Ky = (M0)uK + MK,

Since K (u,0) = 0 implies K (u,0) = 0, we have K, (u,0) = Ao(u,0)K, (u,0), proving the second
assertion. g
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Remark 3.3. For a generalized cuspidal edge f,
(2 (1) + v2E, (1, v)) X (26(u,v) + vE, (u,v))
|(2¢/ (u) + 020 (u, ) x (26 (u,v) + vy (u, v))|

gives a C"-differentiable unit normal vector field on U. So f is a frontal map.

v(u,v) =

Definition 3.4. A parametrization (u,v) of f € G"(R?, R?,C) is called an adapted coordinate
system (cf. [12, Definition 3.7]) if

(1) fo(u,0) =0 and |fu(u,0)| = | fon(u, 0)] = 1 along the u-axis,

(2) fov(u,0) is perpendicular to f,(u,0).

To show the existence of an adapted coordinate system, we prepare the following under the
assumption that the curve c(u) is real analytic:

Lemma 3.5 ([5, Proposition 6]). Let ds? be a C*-differentiable Kossowski metric defined on an
open subset U(C Rz). Suppose that v : J — U s a real analytic singular curve with respect to
ds? such that

(3.4) ds2(Y (1), () >0 (te J).

Then, for eachty € J, there exists a C¥-differentiable local coordinate system (V;u,v) containing
(to,0) such that V- C U and the coefficients E, F,G of the first fundamental form

ds® = Edu® + 2Fdudv + Gdv?

satisfy the following three conditions:
(1) v(u) = (u,0), E(u,0) =1 and E,(u,0) =0 hold along the u-azis,
(2) F(u,v)=0o0nV, and
(3) there ewists a C*-function Go defined on V such that G(u,v) = v?*Go(u,v)/2 and
G'()(u7 0) = 2.

Proof. Applying [5, Proposition 6] at the point (¢p,0) on a singular curve of ds?, we obtain the
desired local coordinate system. O

Corollary 3.6. For each generalized cuspidal edge f € QW(R2J,R3,C) along C' and for each
singular point p of f, there exists a local coordinate neighborhood (V;u,v) of p such that the
restriction f|y of f is parametrized by an adapted coordinate system.

Proof. We let ds?c be the first fundamental form of f(z,y). By Lemma 3.5, we obtain a parameter
change (x,y) — (u(z,y),v(z,y)) on a neighborhood of p such that the new parameter (u,v) of
f(u,v) defined by (3.1) satisfies (1)-(3) of Lemma 3.5 for the first fundamental form ds? of f.
Then we can show that this new coordinate system (u,v) is the desired one: Since the u-axis is
the singular set of ds?c, we have f,(u,0) = 0. On the other hand, f,(u,0)- f,(u,0) = E(u,0) =1
and

OF (u,v)

(35) fvv(u7 O) : fu(ua 0) = v o = 0.
Finally, we have
1 9?G(u,v) Go(u,0)
fvv(uvo)'fvv(uvo) _§ T o 2 _17

proving the assertion. O
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From now on, we assume that f(u,v) is parametrized by the local coordinate system as in
Definition 3.4. Then w is the arc-length parameter of the edge c(u) := f(u,0). In this section, we
assume that the curvature function k(u) of c(u) is positive for each u. Then the torsion function
7(u) is well-defined. We can take the unit tangent vector e(u) := ¢’(u) (' = d/du), and the unit
principal normal vector n(u) satisfying ¢”(u) = x(u)n(u). We set

b(u) := e(u) x n(u),
which is the binormal vector of c(u). Since fy,,(u,0) is perpendicular to e(u), we can write
(3.6) fou(u,0) = cosO(u)n(u) — sin O(u)b(u),
which is called the cuspidal direction. As defined in the introduction,
e the plane II(c(u)) passing through c(u) spanned by n(u) and b(u) is the normal plane
of the space curve c(u),
e the section of the image of f by II(c(u)) is a plane curve, which is called the sectional
cusp at c(u), and
e the vector f,,(u,0) points in the tangential direction of the sectional cusp at c(u). So
we call O(u) the cuspidal angle function.
e By using 0(u), the singular curvature ks and the limiting normal curvature k, along the
edge of f (cf. [16]) are given in (0.4).
The following fact is important:

Lemma 3.7 ([16]). The singular curvature is intrinsic. In particular, it is defined along the
singular curve with respect to a given Kossowski metric (cf. [4, (2.17)]). More precisely,

_ —FEyy(u,0)
2
holds, where (u,v) is the coordinate system as in Lemma 3.5.

(3.7) ks (u)

Proof. As shown in [16, Proposition 1.8], ks is expressed as

. _ —F,BE, +2EF,, — EE,,
( . ) Rs = 2E3/2>\v 9

where (u,v) is a local coordinate system such that the u-axis is the singular set and 9, points
in the null direction. If (u,v) is the local coordinate system as in Lemma 3.5, then F' = 0,
A =vVEG, and E(u,0) =1 hold. So we can obtain (3.7). O

We now prove the following theorem under the assumption that the curve c is real analytic:

Theorem 3.8. We let U be an open subset of the uv-plane R® containing J X {0} and ds® a real
analytic Kossowski metric satisfying (3.4). Suppose that the curvature function k of the curve
c is positive everywhere and the absolute value of the singular curvature rs(u) of ds* along the
singular curve

Jou— (u,0)eU
is less than k(u) for each w € J. Then there exist two real analytic generalized cuspidal edges
9+, g— defined on an open subset V(C U) containing J x {0} satisfying the following properties:

(1) The maps u v+ g4(u,0) and u — g_(u,0) parametrize C, which induce the same orien-
tation as ¢ : J — R>.

(2) ds? is the common first fundamental form of g4 and g_.

(3) g— is a faithful isomer of gy.

(4) If kE : J — R are the limiting normal curvature functions of g+, then k;, = —r; holds
on J.
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(5) If ds® is non-parabolic at (u,0), then g, and g_ have cuspidal edges at (u,0).
Moreover, suppose that h: U — R is a generalized cuspidal edge whose first fundamental form
is ds®. If u v h(u,0) parametrizes C giving the same orientation as ¢ : J — R3, then h
coincides with g4 or g_.

We prove this theorem from here on out, as a modification of the proof given in [14].

Remark 3.9. For each ty, € J, we can take a connected local coordinate neighborhood
(V(to);u,v) of (to,0) satisfying (1), (2) and (3) of Lemma 3.5. Since J is compact, we can
find finite points ¢y, ..., tx € J such that {V'(t;)}5_, covers the singular curve J x {0}. It is suffi-
cient to prove Theorem 3.8 by replacing U by each V(¢;) (7 =1, ..., k). (In fact, the assertion of
Theorem 3.8 contains the uniqueness of g+ on each V(¢;), and so g+ obtained in V(¢;) can be

uniquely extended to V(¢;) UV (¢;11) for each j=1,....,k —1.)

The statements of Theorem 3.8 are properties of the maps g+ which do not depend on the
choice of a local coordinate system containing J x {0}. As explained in Remark 3.9, we may as-
sume the existence of a local coordinate system (U;u, v) satisfying (1), (2) and (3) of Lemma 3.5,
without loss of generality. Then U contains a bounded closed interval I on the u-axis such that
I x {0} gives the singular set of ds>. We now show the existence of a real analytic generalized
cuspidal edge g(u,v) such that g(u,0) = c(u), g,(u,0) = 0 and

Ju Gu=FE, gu 9=0, gy g, =G,
which is defined on a neighborhood of I x {0} in U using the Cauchy-Kowalevski theorem. (We
remark that c(u) is parametrized as an arc-length parameter.) As in Lemma 3.5, we can write
G = v2Gy/2. The following lemma holds:

Lemma 3.10. If there exists a real analytic generalized cuspidal edge g (= g+) as in Theorem 5.8,
then it is a solution of the following system of partial differential equations

Gv = UC;
(39) Ev (: guv) = ’Uguv

T
G = i ((Cyguyfu)T)_l <(G0)v7 —0(Go)u, 2r — v(Go)uu + 40C, - C“)

of unknown R>-valued functions g,&,¢ with the initial data

(3.10) 9(u,0) = c(u), &(u,0) =c'(u)(= gu(u,0)), ¢(u,0) =x(u),

on I, where AT denotes the transpose of a 3 X 3-matriz A and

ks (u)

k()

Remark 3.11. Since g, = v¢ and &, = v(,, we have &, = v(, = gy,. Thus, the initial condition
f(uv 0) = gu(ua O) yields E(u, 'U) = gu(uv 'U).

Proof of Lemma 3.10. Since ds? is real analytic, £ and G are real analytic functions. Since
gv(u,0) = 0, we can write

(3.11) x(u) := cosO(u)n(u) F sinf(u)b(u), cosb(u):=

g'U(“a U) = UC(“) U)v
where ((u,v) is a real analytic function defined on a neighborhood of I x {0} in R?. Then

(3.12) Cv . C — (C 2C)v _ (Gi)v

On the other hand, since
(313) VGu * C =gu-go =0,



72 A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA

we have g, - ( = 0. Differentiating this, we have

Gy

O:U(C'gu)v:UCU'gu+v<'guv:UCU'gu+gtz'guv:U<11'gu+7-

Since G = v2Gy/2, we have

10 o u = (ol
We now obtain information on (, - gy.. It holds that
UG Guu = Go * Guu = (9o * Ju)u = Guv * Ju = —Guv * Gu = _%,
that is, we obtain
E
(3.15) € Guu = =5

On the other hand, we have that

¢ Guu + 0G0 Guu = Gov * Guu = (Gov * Ju)u = Jovu * Gu
={(9v - 9u)v = (90 - Guo) by = (Guv - Gu)v + Guv * Guw
= (=Gu/2)u = (Ev/2)v + Guv * Guo-
This, together with (3.15), gives the following identity
E, —vEy,, y (Go)uu

(3.16) G Guu = 902 4 + vCu - Cu-

Since E,(u,0) = 0, the function E, /v is a real analytic function, and the function
Ev - va'u _Ev

3.17 = =

(3.17) )= B (SR

is also real analytic. By (3.13), (3.14) and (3.16), we have the third equality of (3.9) under the
assumption that the 3 x 3 matrix

M(u’ U) = (<7 QU7 EU)

is regular, where ¢ := g,,. The map g must have the initial data (3.10), where

x(u) = C(u,0) = lim 90 — g0 0),
By (3.6), x(u) can be written in the form
(3.18) (x4 (u) :==)x(u) = cosO(u)n(u) — sin f(u)b(u),

where 0(u) is the function defined by (3.11) and s(u) (resp. xs(w)) is the curvature function of
c(u) (resp. the singular curvature function defined by (3.7)). In fact, since the singular curvature
ks of ds? is less than x on I, there exists a real analytic angular function @ : I — R satisfying
(3.11) and

0< |0(u)] < g (u € I).
Moreover, such a 6 is determined up to a £-ambiguity. In particular,
(3.19) (x—(u) :=)x(u) = cos §(u)n(u) + sin 6(u)b(u)
is the other possibility. O
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We now return to the proof of Theorem 3.8. We have

(M(u7 0) =) (C(uv O)v Ju (u7 O)v guU(u’ 0))
= (cos O(u)n(u) — sin B(u)b(u), e(u), k(u)n(u)).

Since the singular curvature of ds? satisfies |#s| < & on I, the function sin 6 does not vanish on I.
Thus the matrix M (u,0) is regular for each u € I. We can then apply the Cauchy-Kowalevski
theorem (cf. [9]) for the system of partial differential equations (3.9) with initial data (3.10)
and obtain a unique real analytic solution (g, &, ¢) of (3.9) defined on a neighborhood of I x {0}
in R®. Thus, we obtained the existence of real analytic generalized cuspidal edges g+ (u,v)
corresponding to the initial data x4 (u). By the above construction of these g1, the functions
46 coincide with the cuspidal angles of g, respectively. To accomplish the proof of Theorem 3.8,
we need to verify that the first fundamental forms of g4 coincide with ds?. To show this, we
consider the case g = g4 with initial condition x(u) := x4 (u), without loss of generality. The
third equation of (3.9) yields ¢, - ¢ = (Go)»/4, and hence we have (¢ - ¢ — Go/2), = 0. Since

Go(u, O)

€(0,0) - ¢(u,0) — P = x(w) - x(u) ~ 1 =0,
the Cauchy-Kowalevski theorem yields that
(3.20) (-¢= %.
Hence, by the first equation of (3.9), we have
(3.21) 9o Go = U22GO =G.

On the other hand, using (3.9), we have

(g - gu)v =&y — Guv = UGy — (gv)u =vGy — (UC)u = 0.
The initial condition &(u,0) = g, (u,0) yields that g, = £. Then g,, = &, = v(, and
(€ Qu _ v(Go)u

guv'C:UCU'C:U 9 4
hold. Using this, we have
v(Go)uw  V(Go)y
(gu'C)v:guv'C+gu'<v: ( 0) - ( O) =0.
4 4
Since g, (u,0) - {(u,0) = 0, we can conclude that g, - ¢ = 0, that is,
(3.22) Ju g =0

is obtained. We now prepare the following:

Lemma 3.12. Suppose that (which is one of the conditions in (3.9))

- G uu 4 u " Su
Cv'gu(:Cv'guu):Zr U( O)4+ U< C .

Then the initial condition (3.18) implies the following identity
E

(3.23) 7” +vC¢-& =0.
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Proof. Using (3.20), we have that
(Cfu)v :Cvfu'*'cguv :Cv'gu"‘(:'guuv :Cvgu'i'C('UCuu)
=7 <27' = 0(Go)uu + 440Gy - Cu) + ¢+ (vCun)

(Go)uw +v(Cu* Cu + ¢ - Cun)

v T

E,
holds. On the other hand, we have
C(u,0) - & (u,0) = x(u) - guu(u,0) = (cos f(u)n(u) — sinf(u)b(u)) - ¢ (u)
= (cosB(u)n(u) — sinO(u)b(v)) - (k(u)n(w)) = £(u) cos O(u)
—FEyy(u,0) —FE,(u,v)

= lim ———.
2 v—0 2v

NN =
Sl

By (3.17),

= Ru Hs(u):li u) =
- ()H(u) S()

So we obtain (3.23). O

We again return to the proof of Theorem 3.8. By (3.23), we have

1 E,

i(gu 'gu)v = Guv " Gu = (gv 'gu)u —9v " Guu = —Gv * Guu = 7

This, with the initial condition g, (u,0) - g, (u,0) = ¢/(u) - ¢/(u) = 1 implies
(3.24) Gu - Gu=FE.

By (3.24), (3.22) and (3.21), we can conclude that ds? coincides with the first fundamental form
of g = g4, which implies the existence and uniqueness of g = g4. Replacing 8 by —0, we also
obtain the existence and uniqueness of g = g_. Since the cuspidal angles of g1 are distinct, the
image of g_ does not coincide with g;. Since the orientation of u — g_(u,0) is compatible with
that of the curve u — g4 (u,0), the map ¢g_ is a faithful isomer of g .

Here, we suppose ds? is non-parabolic at (u,0), then g4 and g_ are wave fronts by [5, Propo-
sition 4 (0)]. Since ds? is of type I, the criterion of cuspidal edges given in [5, Proposition 4 (i)]
yields that g, and g_ are both cuspidal edges.

Finally, the last assertion of Theorem 3.8 follows from the uniqueness of the system of partial
equations (3.9) as a consequence of the Cauchy-Kowalevski theorem, proving Theorem 3.8.

By the above proof of Theorem 3.8, we obtain the following:

Corollary 3.13. The cuspidal angle of g— is —0, where 6 is the cuspidal angle of g+. In
particular, g_ is a faithful isomer of g4 since sin@ # 0.

We next prove the following:

Lemma 3.14. Let U be an open subset of the uv-plane R* containing J x {0}, and let ds® be a
real analytic Kossowski metric of type I defined on U satisfying (1)—(3) of Lemma 3.5. Suppose
that the singular set of ds® consists only of non-parabolic points. If there exist open subsets
Vi(C U) (i =1,2) containing J x {0} and a diffeomorphism o : Vi — Va such that p*ds® = ds?
and o(u,0) = (u,0) hold for u € J, then Vi = Vo and ¢ is the identity map.
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Proof. Let c(u) (u € J) be a space curve satisfying the assumption of Theorem 3.8, and let g
be one of cuspidal edges realizing ds? as in Theorem 3.8. Since g o ¢ and g have the common
first fundamental form ds?, the last assertion of Theorem 3.8 yields that g, o ¢ coincides with
either g4 or g_. Since g4 oy and g4 have the same image, they have a common cuspidal angle at
each point of C'. So there exists a symmetry 7" of C such that T'o g, o = g4. Suppose T is not
the identity map. Since ¢(u,0) = (u,0), ¢ maps the domain Dy := {v > 0} to D_ := {v < 0}.
However, it is impossible, because p*ds? = ds?> and the Gaussian curvature on D, takes the
opposite sign of that on D_ (cf. [5, (1.14)]). Thus, T is the identity map and g, o¢ = g4 holds.
Since the singular set of g consists of cuspidal edge points, g4 is injective, and ¢ must be the
identity map. O

Proposition 3.15. Let ds? be a real analytic Kossowski metric belonging to K¢ (Rz) Suppose
that @ is a local C¥ -diffeomorphism satisfying ¢*ds® = ds® and (o) = o which is not the identity
map. Then ¢ is an involution which reverses the orientation of the singular curve. Moreover,
such a ¢ is uniquely determined.

Proof. We can take a local coordinate system satisfying (1)—(3) of Lemma 3.5. Since ¢(0) = o,
the fact that u + (u,0) is the arc-length parametrization with respect to ds? yields that either
©(u,0) = (u,0) or ¢(u,0) = (—u,0) holds. If ¢(u,0) = (u,0), then by Lemma 3.14, ¢ is the
identity map, a contradiction. So we have p(u,0) = (—u,0). This means that ¢ reverses the
orientation of the singular curve. In this situation, we have ¢ o v(u,0) = (u,0). Applying
Lemma 3.14 again, @ oy is the identity map, that is, ¢ is an involution. We next suppose that 1
is another local C*-diffeomorphism satisfying ¢*ds? = ds? and (o) = 0. Then po1)(u) = (u,0)
holds, and Lemma 3.14 yields that ¢ o 1) is the identity map. So ¥ must coincide with ¢. (]

Corollary 3.16. Let dsfc be a real analytic Kossowski metric as the first fundamental form of
fe g,‘ig/Q(R?],R3,C), Suppose that ¢ is a C¥-symmetry of ds?c, then it is effective and is an
inwvolution reversing the orientation of the singular curve.

Proof. Without loss of generality, we may assume that the parameters (u,v) of f(u,v) satisfy
(1)-(3) of Lemma 3.5 for ds?c. Let P be the midpoint of C' with respect to the arc-length
parameter. Then there exists ¢ € J such that f(¢,0) = P. Thinking o := (¢,0), we may regard f
belongs to g,‘f’g/Q(Ri, R? (). Since f € g,‘f’:,’/z(R%, R?, (), by restricting f to a neighborhood of
0, the metric ds} can be considered as an element of K< (R2) (cf. [5, (2) of Theorem A]). So the
symmetry ¢ of ds?c satisfies the desired property by Proposition 3.15. Since ¢ is real analytic,
the property is extended on a tubular neighborhood of the singular curve. O

Moreover, the following important property for symmetries of Kossowski metrics is obtained:

Theorem 3.17. Let p be a singular point of a real analytic Kossowski metric ds®> which is
an accumulation point of mon-parabolic singular points of type 1. Suppose that ¢ is a local C*-
diffeomorphism fizing p satisfying p*ds® = ds®>. Then ¢ is an involution and reverses the
orientation of the singular curve if it is not the identity map.

Proof. Let ~(t) be a real analytic parametrization of the singular curve of the real analytic
Kossowski metric ds? such that v(0) = p. We let {p,, }5°; be a sequence of non-parabolic points
converging to p. Since 7 is real analytic, the existence of such a sequence implies that, for
sufficiently small (> 0), v((—¢,0) U (0,¢€)) consists of non-parabolic points of type I. Then

s(t) = / VIS @) A @) du (te (<€)



76 A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA

is a monotone increasing function of ¢, giving a continuous parametrization of . Using this
parameter s, either ¢ o y(s) = y(s) or ¢ o y(s) = v(—s) holds. If the former case happens, then
applying Proposition 3.15 at a non-parabolic point v(s) (s # 0), ¢ must be the identity map on
a neighborhood of v(s). Since ¢ is real analytic, it must be the identity map on a neighborhood
of p.

We next consider the case that ¢ o y(s) = y(—s). Then ¢ o v o y(s) = v(s), and the above
argument implies that ¢ is an involution, proving the assertion. ([l

Proof of Theorem 1. Let ds7 be the first fundamental form of f. Then ds} is a Kossowski
metric of type I, by Proposition 3.1. Since f belongs to G¥(R%, R*,C) (cf. (0.5)), the singular
curvature kg of ds?- is less than k on J. By Theorem 3.8, there exist two generalized cuspidal
edges g+,g- € gf(R%, R?, (') whose first fundamental forms coincide with dsfc. Since dsfc is the
first fundamental form of f, the last assertion of Theorem 3.8 yields that either f = g4 or f = g_
holds. Without loss of generality, we may set f = g, then f := g_ is the desired isometric dual
of f. The remaining assertions for f € G¥ (Rz, R?, () follow from Lemma 0.1. O

Definition 3.18. For each f € G¥(R2 R* C) (resp. f € G¥(R%, R* C)), we call the above
feg¥ (R R? C) (resp. f € G¥(R%, R? C)) the isometric dual of f.

4. A REPRESENTATION FORMULA FOR GENERALIZED CUSPIDAL EDGES

We set J = [—1,1] (I > 0). Let ¢ : J — R® be an embedding with arc-length parameter whose
curvature function (u) is positive everywhere. We denote by e(u) := ¢’(u), and by C the image
of c. We let n(u) and b(u) be the unit principal normal vector field and unit binormal vector
field of c(u), respectively. We fix a sufficiently small §(> 0) and consider a map given by

(4.1) Fu,v) = () + (A(u, 0), B(u,0)) (5353535 ;jﬁ;‘fg‘)) (w)
where u € J and |v| < 0. Here A(u,v), B(u,v) and 6(u) are C"-functions, and satisfy
Au,0) = A,(u,0) =0, Ayy(u,0) #0, B(u,0) = B,(u,0) = Byy(u,0) = 0.

Then it can be easily checked that any generalized cuspidal edges along C' are right equivalent
to one of such a map. Moreover, if Byyy,(u,0) # 0, then f is a cuspidal edge along C. The
function 6(u) is called the cuspidal angle at ¢(u). Let k(u) be the curvature of ¢(u). Then the
C"-functions defined by

(4.2) ks(u) = k(u) cos O(u), Ky (t) = k(u) sin 6(u)

give the singular curvature and the limiting normal curvature respectively. The map germ f can
be determined by

(0(u), A(u,v), B(u,v)).
We call these functions Fukui’s data.

Definition 4.1. In the expression (4.1), if

e vy is an arc-length parameter of c,

e for each u € J, the map (—6,8) >t — (A(u,t), B(u,t)) € R? is a generalized cusp at
t = 0 (called a sectional cusp at u), and ¢ gives a normalized half-arc-length parameter
(see the appendix),

then the expression (4.1) of f by setting v = ¢ as the normalized half-arc-length parameter is
called the normal form of a generalized cuspidal edge.
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We now fix such a normal form f. We set
vo(u)\  [cosf(u) —sinf(u)) (n(u)
(43) <V3(u)> = (sme(u) cos 0(u) )(b(u))’
then we have
(4.4) fu,t) = c(u) + A(u, t)va(u) + B(u, t)vs(u).

Definition 4.2. Let (a,b) (a < b) be an interval on R, and ¢ € (0,00] a positive number.
A C"-differentiable (r = co or r = w) quadruple (k, 7,6, /i) is called a fundamental data (or a
modified Fukui-data) if

e k:(a,b) = R is a C"-function such that x > 0,
e 7,0 :(a,b) > Rand [i: (a,b) x (—0,0) — R are C"-functions.

Summarizing the above discussions, one can easily show the following representation for-
mula for generalized cuspidal edges, which is a mixture of Fukui’s representation formula as in
[3, (1.1)] for generalized cuspidal edges and a representation formula for cusps in the appendix
(cf. Lemma A.1):

Proposition 4.3. Let (k, 7,0, i) be a given fundamental data and c(u) (u € J) the space curve
with arc-length parameter whose curvature function and torsion function are x(u) and 7(u).
Then,

(4.5) f(u,t) :=c(u) + (A(u, 1), B(u,1)) (2?538; . sinﬁ(u)> (EEZ;)

cos 0(u)

gives a generalized cuspidal edge written in a normal form along C := c(J), where (A, B) is
given by

(4.6) (A(u,t),B(u,t)):/O v(cos A(u,v), sin A(u, v))dv, A(u,t) ::/0 f(u, v)dv.

Moreover,

(1) 0 gives the cuspidal angle of f along c,

(2) t fi(u,t) is the function given in (A.2) for the sectional cusp of f at u.
Furthermore, any generalized cuspidal edge along C' is right equivalent to such an f constructed
in this manner (see also Remark 0.5).

Remark 4.4. Let co(u) be a space curve parametrized by the arc-length parameter u defined
on an interval J := [—[,I] (I > 0), whose curvature function and torsion function are x(u) and
7(u), respectively. We assume that ¢o(0) = 0. Suppose that C := ¢(J) admits a non-trivial
symmetry T'. Since 0 is the midpoint of C' and is fixed by T, we may assume that T' € O(3) and
set 0 = det(T) € {1,—1}. Then cq(u) := T'co(—u) is a space curve whose curvature function
and torsion function are k(u) and o7(u) respectively. We denote by e;(u)(:= c(u)), n;(u) and
b;(u) (¢ = 0,1) the unit tangent vector, unit principal normal vector and unit binormal vector
of ¢;(u), respectively. Differentiating T o co(u) = c1(u), we have

Teo(—u) = T o chy(—u) = —¢; (u) = —e1(u),
pro(—u)Tng(—u) = T'o cf(—u) = ¢ (u) = w1 (w)ny (u).

In particular, Teg(—u) = —ei(u), Tng(—u) = ni(u) and ko(—u) = k1(u) hold, where
ki (i =1,2) is the curvature function of ¢;. Since o := det(T) € {1, —1}, we have

by =€y xng=(—Te1) x (Tny) =—-T(e1 xn1) = —0Tb;.
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Using this, one can also obtain the relation —o7y(—u) = 71 (u), where 7; (i = 1,2) is the torsion
function of ¢;. We set

fi = ¢+ (As By) (cgs 0; —sm@i) (le> (i =0,1),

sinf; cosb; i
and suppose
Ao(—u,t) = A1 (u,t), Bo(—u,t) =—0Bi(u,t), 6Oo(—u)=—0cb(u).

Then
T o fo(—u, t)
costo(—u) —sinfo(—u)\ (Tno(—u)
= TCO(_UJ) + (AO(_u (sm 93( u COS 90?—16) ) (Tbg( ))
— )+ G, o BiC t»(s;(( ) omtomisn) ) (Cobn)

= i)+ (a(u.). By ) (Gt le) ) (M) =

sin 61 (u

Thus, we obtain the relation fi(u,t) =T o fo(—u,t). In particular, f; has the same first funda-
mental form as fy. Moreover,

(a) if T € SO(3), then the cuspidal angle of f; takes opposite sign of that of fy. By the
uniqueness of the isometric dual of fo (cf. Theorem 3.8), fo(u,t) = fi(u,t) = Tofo(—u,t)
holds, that is, f is the faithful isomer (i.e. the isometric dual) of fy.

(b) if T € O(3) \ SO(3), then the cuspidal angle of f; coincides with that of fy. Then
fo(u,t) = fi(u,t) = T o fo(—u,t) holds (cf. Theorem 3.8), that is, the image of fy is
invariant by T'.

Remark 4.5. Let f(u,t) be a generalized cuspidal edge associated to the data

(k(w), T(uw), O(u), i(u,t)).
Then fu(u,t) := f(—u,t) is also a generalized cuspidal edge along the same space curve as f but
with the reversed orientation. If we set cx(u) := c(—u), then cx(u) = fx(u,0) holds. By a simi-
lar calculation like as in Remark 4.4, one can easily verify that (k(—u), —7(—u), —0(—uw), i(—u, t))
gives the fundamental data of fxu(u,t).

We next prove Theorem II in the introduction.

Proof of Theorem 11. We fix f € G¥, (R_QI,R?’7 () arbitrarily. We denote by dsfc the first funda-
mental form of f. Since f is admissible, the singular curvature x,(u) satisfies (0.9), and so (0.7)
holds. By Theorem 3.8, there exist two distinct generalized cuspidal edges g+ whose first funda-
mental forms coincide with dsfc such that gy = f, and u — g_(u,0) has the same orientation as

that of u+— f(u,0). Since f is admissible, the singular curvature kg is determined only by dsfc.

Thus g+ belong to G, (R> R3 C). By the proof of Theorem I, we know that f := g_ gives the
isometric dual of f.

On the other hand, we replace u with —u (that is, the orientation of C' is reversed). Since f
is admissible, it holds that

0 < |ks(u)] < IJléglK?(U) < K(—u) (uwe ).

So, applying Theorem 3.8 again, there exist two distinct generalized cuspidal edges

h:l: € gf* (R?}, RS? C)
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such that u — hy(u,0) have the same orientation as that of u — f(—u,0). Then ds?c gives the
common first fundamental form of the generalized cuspidal edges hy. By (3.11), we may assume
that the cuspidal angle 6, (u) (resp. —0.(u)) (04 (uw)f(u) > 0) of hy (resp. h_) satisfies

ks (u)

K(—u)’

Since the orientation of the singular curves of hy is opposite of that of f, the two maps hi are
non-faithful isomers of f. We set

f. := hy (the inverse), and f, := h_ (the inverse dual).

cos 0. (u) =

By the above Remark 4.5, the cuspidal angle of fu(u,v) := f(—u,v) is —0(—u), the cuspidal
angle 0, (u) takes opposite sign of that of fu(u,v). So the image of f does not coincide with
that of f,. Hence f, is an isomer of f.

By our construction of f., (1), (2) and (3) are obvious. So we prove (4). We suppose that
the first fundamental form of a generalized cuspidal edge k € G¥,(R?, R?, C) is isometric to ds?.

(The case that k € G¥(R?, R®, C) is obtained by Lemma 0.1.) Since the first fundamental form is
determined independently of a choice of local coordinate system, we have Jo(fop) = Jo(f)op,
where ¢ is a diffeomorphism on a certain tubular neighborhood of J x {0}. So we may assume
that dsj = ds} without loss of generality. Then k must coincide with one of {g4,g—,hy,h_},
because of the uniqueness of the solution of (3.9) with initial condition (3.10). O

Definition 4.6. We call the above f. and fi the inverse and the inverse dual of
f € G (R%, R? (), respectively.

We next give criteria of a given germ of generalized cuspidal edge to be a cuspidal edge,
cuspidal cross cap or 5/2-cuspidal edge in terms of the extended half-cuspidal curvature function

fb.
Proposition 4.7. Let f € g"(R%,R37C) be the generalized cuspidal edge associated to a fun-
damental data (k,7,0, ). Then
(1) f gives a cuspidal edge along the u-azis if fi(u,0) # 0,
(2) f gives a cuspidal cross cap at o if 1(0,0) =0 and f1,,(0,0) # 0,
(3) f gives a 5/2-cuspidal edge along the u-axis if fi(u,0) =0 and fiy,(u,0) # 0.
The first and the second assertions have been proved in [3, Proposition 1.6].

Proof. We may assume that f is written in a normal form. The first assertion follows from (1)
of Proposition A.2. The second assertion follows from the criterion for cuspidal cross caps given
in [2], but can be proved much easier using (2) of [3, Proposition 4.4]. The third assertion is a
consequence of (2) of Proposition A.2. O

To compute the first and the second fundamental forms of f in terms of fundamental data,
the following Frenet-type formula for singular curves is convenient.

Lemma 4.8 (Izumiya-Saji-Takeuchi [7] and Fukui [3]). The following formula holds (cf. (4.3)):

e 0 kcosf  Ksind e
(4.7 v | = | —kcosb 0 T—=0"]|va
v} —ksing —(r—10") 0 \&

This formula can be rewritten as (cf. (4.3))
e 0 Ks Ky e
vi|l=1—-ks 0 kK va |,
v} —Kky, —k¢ O V3
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which is the one given in Izumiya-Saji-Takeuchi [7, Proposition 3.1], where k; is the cusp-
directional torsion defined in [11] and has the expression (cf. [3, Page 7))

(4.8) ke=T1—0".
Using Lemma 4.8, one can easily obtain the following by a straightforward computation:

Proposition 4.9 (Fukui [3]). The first fundamental form ds?c = Edu® + 2Fdudt + Gdt? of f as
in (4.5) is given by
(4.9) FE=(1-(Acosf + Bsinf)r)? + (Ay + (¢ — 7)B)*> + (B, — (0' —7)A)?,
F=A(A,+ (0 —7)B)+ By(B, — (0! —1)A), G=1t>

where K, T, 0 are functions of u and A, B are functions of (u,t).
Proof. Differentiating f = ¢ + Avy + Bvgs, we have

fu=(1—(Acos0+ Bsinf)r)e+ (A, + (0 —7)B)va + (By — (0' — 7)A)vs,

Jt = Ayva + Byvs.
Since E = fy - fu, F = fu - fr and G = f; - f;, we obtain the assertion. O

We can write
fulu, t) = po(u) + p (W)t + pa(w)t? + pa(u, )8,

and then Lemma A.1 yields that

2 2
(4.10) A= % - “0(8“’) # “O(uigl(“) 5 + t%aq(t, u),
2 (=0 (u)? + 2
(4.11) B= ”O?E“)t3 + ‘“é“)t‘* LU Mo(u)30+ 1) 5 + 15bg (¢, u),

where ag(t,u) and bg(t,u) denote C"-functions.
Corollary 4.10. The Gaussian curvature K of ds?c satisfies

K (u,t) = KOT(“) + Ky (u) + Ko(u)t + Ks(u, )2,

where
Ky := Ky = —keu? — k2 +
0 = UoRy, 1: Rsltg — K Ky i1,

Rl | Kskuflo  3Rspoph sty — 2l 4 1O
v 0 t)

2 2 2 2
and Ks(u,t) is a C"-function. Here kg, k, and k; are defined in (0.4) and (4.8). Moreover,
to = ke/2 (cf. (1.5)) and k) = dri(u)/du.

K2 =

Fukui [3, Theorem 1.8] has already determined the first two terms Ky and Kj. So the essential
part of the above corollary is the statement for Ks.

Proof. One can obtain this formula by computing the sectional curvature of ds2, or alternatively,
one can get it by computing the second fundamental form of f as Fukui did in [3]. In each
approach, (4.10) and (4.11) play crucial roles. O

As a consequence of this corollary, the first term
KeRy

2

Ko := poky, =
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defined in [12] is an intrinsic invariant, which is called the product curvature. The second term
K is an intrinsic invariant. We consider the term K5. Since Ko = k.k, /2, and since pg is equal
to the cuspidal curvature k., the fact that ks and k., are intrinsic yields that

Ho s

Kule 3k
— e SRl e — 2yt + T

2 2

is also an intrinsic invariant. Using this, we can prove the following assertion:

Kz =

Proposition 4.11. Let f € G"(R%, R? C) be the generalized cuspidal edge associated to a
fundamental data (k, 7,0, 1) satisfying sinf # 0. Then

(1) f gives a cuspidal edge along the u-axis if Ko(u) # 0,

(2) f gives a cuspidal cross cap at u =0 if Ko(0) =0 and dKo(0)/du =0, and

(3) f gives a 5/2-cuspidal edge along the u-axis if Ko(u) =0 and Ka(u) # 0.

In particular, these conditions depend only on the first fundamental form of f.

Proof. Since sinf(u) # 0, we have k,(u) # 0. Since Ky = poky, Ko(u) = 0 if and only if
to(u) = 0. Since po(u) = fi(u,0)(= Ke(u)), the first and second assertions follow from (1) and
(2) of Proposition 4.7, respectively. On the other hand, if uo(= k.) is identically zero, then
Ky = kypo. So Ko(u) # 0 if and only if po(u) # 0. Thus, the third assertion immediately follows
from (3) of Proposition 4.7. O

We now prove Fact 1.1 in the introduction.

Proof of Fact 1.1. Since sinf # 0 if and only if k, # 0, the assertions (1) and (2) follow from
Theorem 3.8. We next prove (3). We remark that

K2 (RY) = {dsf € Kf (R;) ; Ko(0) # 0},
Ke (R2) = {ds} € KY(R2); Ko(0) =0, dKo(0)/du # 0},
K (Rg) = {ds} € K (Rg); Ko(u) = 0, K»(0) # 0}
hold in terms of our coordinates (u,t). We have shown the following (cf. Propositions 4.7 and
4.11).
e K;(0) # 0 if and only if 19(0)(= k.(0)) # 0.
e Ky(0) =0 and dKy(0)/du # 0 if and only if 10(0)(= k.(0)) = 0 and dug(0)/du # 0.
o Ko(u) =0 and K2(0) # 0 if and only if po(u) = 0 and p2(0) # 0.
By Corollary 3.2, the following assertions hold:
e K(0) # 0 if and only if Ko(0) # 0.
e K (o) =0 and 0K (0)/0u # 0 if and only if K((0) = 0 and dKy(0)/du # 0.
So the first fundamental form dsfc of f belongs to K¥(R2) (resp. IC;*(R?))) if and only if
10(0)(= ke(0)) # 0 (resp. po(0)(= ke(0)) = 0 and dup(0)/du # 0). On the other hand, dsfc
belongs to IC‘;’*(Ri) if and only if po(u) = 0 and p1(0) # 0. In fact, n := 9/0t gives the

null direction of f along the w-axis (as the singular curve of ds?), and we have (cf. (1.2))
dK(n) = Ki(u,0) = K> (u). U

Finally, we consider the cuspidal edges with vanishing limiting normal curvature: A cuspidal
edge is called asymptotic if its first fundamental form is asymptotic (see Section 1), which is
equivalent to the condition that the cuspidal angle (u) of f is constantly equal to 0 or 7 along
its edge.
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If f is an asymptotic cuspidal edge, the singular curvature kg, limiting normal curvature s,
and cusp-directional torsion k; satisfy

(4.12) Ks = €Kk, K, =0, K =r,
where ¢ := cosf (€ {1,—1}). So we get the following:

Proposition 4.12. Let f € g§/2(R3,R37C) be a cuspidal edge associated to a fundamental
data (k,7,0,[1). If sin @ vanishes identically, then

(1) the limiting normal curvature K, vanishes identically,

(2) the first fundamental form of f is an asymptotic Kossowski metric, and

(3) the Gaussian curvature K of f can be extended across its singular set as a C"-function.

Moreover, the sign of K coincides with the sign of (K1 =) — eku? — 7% whenever Ky # 0, where
€ :=cosf.

As an application, we first consider the case K vanishes identically.

Corollary 4.13. Let f € g§/2(R3,R3,C) be the cuspidal edge whose Gaussian curvature K
vanishes identically. Then C' is a regular space curve whose torsion function does not vanish,
and f is the tangential developable of C'. In particular, f has no isomers.

Proof. Since K vanishes identically, the identity —exu3 = 72 holds along C. Since f is a cuspidal
edge, o has no zeros, and the left hand side does not vanish. Thus, the torsion function 7 of
C also has no zeros. Since f is a wave front, its principal directions along C' are well-defined
(cf. [13, Proposition 1.6]). Moreover, each singular point of f is disjoint from umbilical set (cf.
[13, Proposition 1,10]), and the zero principal curvature direction is uniquely determined at each
point of C. Moreover, it can be easily seen that this direction must be the tangential direction
of C. Since K vanishes identically, f must be a ruled surface (cf. [13, Proposition 2.2]), so it
must be the tangential developable of C. O

Remark 4.14. The standard cuspidal edge fo(t) = (u?,u?,v) does not satisfy the assumption
of Corollary 4.13, since the singular set image is a line.

We next consider the case K > 0. If 8§ = m and pg is sufficiently large, then the Gaussian
curvature K near the singular set can be positive. So we can construct cuspidal edges with
K > 0. The following assertion is an immediate consequence of Proposition 4.12.

Corollary 4.15. Let f € gg/z(RaR‘”’, C) be the cuspidal edge whose Gaussian curvature K is
bounded near singular set and positive, then it is asymptotic satisfying 0 = 7 and ks < 0.

The negativity of ks has been pointed out in [16]. Although Theorem 3.8 does not cover the
case K, = 0, Brander [1] showed the existence of cuspidal edges in the case of K = 1 along a
given space curve C' of k, > 0 using the loop group theory.

5. RELATIONSHIPS AMONG ISOMERS

In this section, we show several properties of isomers, and prove the last two statements in
the introduction. We fix a space curve c(u) satisfying ¢(0) = 0 which is parametrized by arc-
length defined on a closed interval J := [—[,1] (I > 0) whose curvature function x(u) is positive
everywhere. We prove the following:

Proposition 5.1. Let f € g:3/2(R3,R3,O). Then f is congruent (cf. Definition 0.2) to f if
and only if

(1) C lies in a plane, or
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(2) C has a positive non-trivial symmetry and the first fundamental form ds?c has an effective
symmetry (cf. Definition 0.4).

Proof. We suppose that f is congruent to f. By Remark 4.5, it is sufficient to consider the
case that C does not lie in any plane. By Remark 0.5, there exist an isometry 7" on R® and a
diffeomorphism ¢ defined on a neighborhood of the singular curve of f such that

(5.1) Tofop=]f.
We consider the case that T fixes each point of C'. Then C' must lie in a plane, a contradiction.
So T is a non-trivial symmetry of C, that is, it reverses the orientation of C. We suppose that
T is a negative symmetry. Then (b) of Remark 4.4 implies that the image of f coincides with
that of T'o f. Since the image of f is different from that of f, this case never happens. So T
must be a positive symmetry, and then ¢ gives an effective symmetry of ds?.

Conversely, if C has a positive non-trivial symmetry and the first fundamental form ds? has
an effective symmetry o, then T o f o ¢ is a faithful isomer of f as seen in (a) of Remark 4.4.
Since such an isomer is uniquely determined (cf. Theorem 3.8), we have (5.1). O

Remark 5.2. Suppose that C is planar and S is the reflection with respect to the plane con-
taining C. For each f € G/ 3/Q(R_QJ,R?’,C), S o f gives a faithful isomer of f. Moreover, if f is

real analytic (i.e. 7 = w), then we have f = S o f (cf. Definition 3.18).

Example 5.3. Let f € Q;’O(R?I,Rs, () be an admissible generalized cuspidal edge whose fun-
damental data is (k, 7,60, ) (7 # 0). Suppose that x,7 and 6 are constant, and the extended
half-cuspidal curvature function ji does not depend on w. In this case, without assuming the real
analyticity of f, we can show the existence of an isometry T' € SO(3) and an effective symmetry
@ of ds?c such that T o f o ¢ gives a faithful isomer of f as follows: In fact, in this case C' has
the constant curvature x and the constant torsion 7. Since 7 # 0, C'is a helix in R® and there
exists a 180°-rotation T € SO(3) with respect to the principal normal line at 0 € C such that
T(C) = C. By the first part of Proposition 5.10, it is sufficient to show that the first fundamental
form
ds} = E(t)du® + 2F (t)dudt + G(t)dt?

of f admits an effective symmetry ¢ as an involution. In fact, if such a ¢ exists, then (f :=)To fop
gives the isometric dual of f. In this situation, two functions A, B can be expressed as (cf.
(4.9) and (4.6)) A(t) := t?a(t) and B(t) := t38(t), where a(t) and §(t) are C"-functions. By
Proposition 4.9,

e E(t) is positive for each t,

e there exists a C°°-function Fy(t) such that F(t) = t*Fy(t), and G(t) = t2.
Setting

F(t) E(t) — t5Fy(t)?
=+E(@)|d ——=dt =ty| —————dt

we have ds} = (w1)? + (wz)?. Moreover, if we set

Then we can take (z,y) as a new local coordinate system centered at (0,0), and ¢ can be
considered as a function of y. So we can write ¢t = t(y), and

dst = E(y)dz® + t(y)*dy”.
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So the local diffeomorphism ¢ : (x,y) — (—z,y) gives an effective symmetry of ds?.

Regarding the fact that the fundamental data of f is (k,,6, 1), we show in later that fis
right equivalent to the cuspidal edge whose fundamental data of (k,7,—60, 1), see Proposition
6.1.

Proof of Theorem III. Suppose that ds?c admits a symmetry . Then this symmetry is effective
(cf. Corollary 3.16). So, f o ¢ and f o ¢ must be right equivalent to f, and f,, respectively. In
particular, the number of right equivalence classes of f, f, fx, fx is two.

Conversely, we suppose that two of {f, £ fes f*} are right equivalent. Replacing f by f, f,
f., we may assume that one of the right equivalent pair is f and the other is g € { £, fe f*}
Without loss of generality, we may assume that f is written in a normal form. Since f cannot
be right equivalent to f, the map ¢ must be right equivalent to f, or f,, that is, there exists a
local diffeomorphism ¢ such that g = f o, which implies w*dsfc = dsfc. If ¢ is an identity map,
then g = f holds. However, it contradicts the fact that u +— f(u,0) and u — f,(u,0) = f.(u,0)
give mutually distinct orientations to C'. So, by Corollary 3.16, ¢ must be an effective symmetry
of ds?. (]

Corollary 5.4. Let f € G%, 3/2(R3,R3,C). Suppose that

(1) C is planar and does not admit any non-trivial symmetry at 0, and
(2) ds} admits no effective symmetries (cf. Definition 0.4).
Then
o f:=Sof holds, where S € 0O(3) is the reflection with respect to the plane containing C,
e the isometric dual, inverse and the inverse dual are given by S o f, f. and S o f,,
respectively. Moreover, fy is not congruent to f.
In particular, the four maps consist of two congruence classes.

Proof. As seen in Remark 5.2, f := S o f holds. We next prove the second assertion. Since C
lies in a plane, Zo(f) = S o f holds. By applying Theorem II, the right equivalence classes of
J5 ' (Jc(f)) are represented by {f, So f, f., So f.}. Tt is sufficient to show that f. is not
congruent to f. If not, then, by Remark 0.5, there exist T' € O(3) and a diffeomorphism ¢ defined
on a neighborhood of the singular curve of f such that To f,o@ = f. In particular, gp*ds? = ds?
holds. By (1), T' is not non-trivial. So, ¢ must be an effective symmetry, contradicting (2). O

We next consider the case that ds has an effective symmetry.

Proposition 5.5. Let f € G¥, 3/2(RJ,R3,C). Suppose that

(1) C is non-planar and does not admit any non-trivial symmetry at 0,
(2) dsfc admits an effective symmetry ¢.

Then f(:= Zc(f)) is not congruent to f, and f, fop and f oy give the isometric dual, inverse
and inverse dual, respectively.

Proof. By Proposition 5.1, f is not congruent to f. Since f o ¢ (resp. f o) has the same first
fundamental form as f, the fact that ¢ is effective yields that it coincides with either f, or f,.
Since the cuspidal angle of f o ¢ (resp. f o) takes the opposite sign (resp. the same sign) of
that of f (cf. Remark 4.5), we have f, = f oy (resp. f. = fo ). O

Corollary 5.6. Let f € G¢, 3/2(R37R3,C). Suppose that

(1) C is planar and does not admit any non-trivial symmetry at the origin 0,
(2) dsfc admits an effective symmetry ¢.
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Then

o f=Sof holds, where S € O(3) is the reflection with respect to the plane containing C.
e Moreover, S o f, So foy, foyp give the isometric dual, inverse and inverse dual,
respectively.

As a consequence, all of isomers are congruent to f.

Proof. As we have seen in Remark 5.2, f = S o f holds. Since S o f o (resp. f o) has the
same first fundamental form as f, the fact that ¢ is effective yields it coincides with f, or f..
Since the sign of cuspidal angle of S o f o (resp. f o) along the curve cx(u) := c(—u) takes

the opposite sign (resp. the same sign) of that of f, we have f, = So f o (resp. f. = fo ).
Finally, it is obvious that the four maps are congruent. So the proposition is proved. O

We then consider the case that C' has a non-trivial symmetry.

Proposition 5.7. Let f € Q:f*ﬁ/z(R?hR?’,C). Suppose that

(1) C is non-planar and admits a non-trivial symmetry T € O(3) at 0,
(2) ds?c does not admit any effective symmetries.

Then

o f:=1Tc(f) is not congruent to f, and
e Tof, Tof are the inverse and inverse dual, respectively.

In particular, f, f, To f and T o f consist of two congruence classes.
Proof. By Proposition 5.1, f is not congruent to f. So the assertion can be shown easily. (]
We get the following corollary.

Corollary 5.8. Let f € Q‘;’*73/2(R2J,R3,C), Suppose that C lies in a plane and admits a non-

trivial symmetry T at the origin 0. Then f = S o f holds, and T o f, SoT o f give the inverse
and the inverse dual of f, where S is a reflection with respect to the plane. As a consequence,
I f, f«, [+ belong to a single congruence class.

Proof. Obviously, f = So f holds (cf. Remark 5.2). On the other hand, T'o f gives a non-faithful
isomer, and its isometric dual S o T o f also gives another non-faithful isomer. O

FIGURE 2. The four cuspidal edges given in Example 5.9

Example 5.9. We set

flu,v) = (ga(u, v)cosu — 1, p(u,v)sinu, v3u+ 20° — v2),
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3u — 203 —v? + 1. Then, it has cuspidal edge singularities along

c(u) (:= f(u,0)) = (cosu — 1,sinu, 0).

where p(u,v) = —v

By setting,
1 0 O 1 0 0
S=(01 0 , T:=10 -1 0 |,
00 -1 0 0 1

S o f is the faithful isomer, and T o f, T'S o f are non-faithful isomers. We remark that f is
associated to Fukui’s data (6, A, B) given by

0= %, Alu,v) == vV20%,  B(u,v) :== V203 (u+2).

Finally, we consider the case that C' and dsfc admit a symmetry and an effective symmetry,
respectively.

Proposition 5.10. Let f € Q:’*,g/Q(Rg,RP’,C’). Suppose that

(1) C is non-planar and admits a non-trivial symmetry T € O(3) at 0,
(2) ds?c admits an effective symmetry .

Then any isomer of f is right equivalent to one of f, fo, fop. Moreover,
e if T is positive (i.e. T € SO(3)), then f =T o fo, and
o if T is negative (i.e. T ¢ SO(3)), then f is not congruent to f.

Proof. We set g := T o foy. If T is positive, then g is a faithful isomer of f as shown in
Remark 4.4. On the other hand, if T" is negative, then f is not congruent to f by Proposition 5.1
and so it not congruent to f. O

Proof of Theorem IV. We suppose that C' has no non-trivial symmetries, and also ds?c has no
symmetries. If two of {f, £ fes f*} are mutually congruent, replacing f by one of its isomers, we
may assume that f is congruent to g, where g is one of {f, Fe f*} By Proposition 5.1, we may
assume that g = f, or g = f.. Suppose that g is congruent to f. Then (cf. Remark 0.5) there
exist a non-trivial symmetry T € O(3) of C' and a local diffeomorphism ¢ such that
Togop=/f.
Since C' has no non-trivial symmetries, and ds? has also no symmetries, ¢ is the identity map
and T is not a non-trivial symmetry. However, this contradicts the fact that u — f(u,0) and
u— fi(u,0) = fi(u,0) give mutually distinct orientations to C. So we obtained (1).

The assertion (2) follows from Corollaries 5.4, 5.6, 5.8 and Propositions 5.5, 5.7, and 5.10, by
using the fact that any symmetries of ds?c are effective (cf. Corollary 3.16).

Finally, suppose that Ny = 1. We first consider the case that C lies in a plane. If C' has no
non-trivial symmetries and ds?p has also no symmetries, then Ny = 2 holds by Corollary 5.4.
So either C' or dsfc has a symmetry. If C' has a symmetry, then Ny = 1 by Corollary 5.8 (this
corresponds to the case (a)). On the other hand, if C' has no non-trivial symmetries and ds?
also has a symmetry ¢, then ¢ is effective (cf. Corollary 3.16). So, Corollary 5.6 yields that
Ny =1. (This corresponds to the case (b). In fact, we denote by Ty the reflection with respect
to the plane containing C'. We let T; be a non-trivial symmetry of C. If T3 is positive, then (b)
holds obviously. On the other hand, if 77 is negative, then Tj o T3 is a positive symmetry and
(b) holds.)

So we may assume that C' does not lie in any planes. The assumption Ny = 1 implies f must
congruent to f. By Proposition 5.1, this holds only when (c) happens, since C' does not lie in
any planes. O
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6. EXAMPLES

One method to give a numerical approximation of a isometric dual g of a real analytic cuspidal
edge f is to determine the Taylor expansion of g(u,v) at v = 0 along the u-axis as a singular set
so that g = Zo(f). In [14, Page 85], we give a numerical approximation of the isometric dual of

v2 oo W w0

f()(u,’U) = <U,—? + E,? + F + E) .
We denote by C the image of singular curve u — fy(u,0). In the figure of the isometric dual
9o = Ze(fo) given in [14, Figure 2], the surface gy seems like it is lying on the almost opposite
side of fy. This is the reason why the cuspidal angle 6(u) of fo(u,v) is 7/2 at w = 0. The red
lines of Figure 3 (left) indicates the section of fy, go at u = —1/4. The orange (resp. blue) surface
corresponds to fo (resp. go). We can recognize that the cuspidal angle takes value less than 7/2,
that is, the normal direction of gq is linearly independent of that of fy at (u,v) = (—1/4,0). On
the other hand, Figure 3 (right) indicates the images of the numerical approximations of the two
non-faithful isomers f1, g1 of fo.

FIGURE 3. The images of fy, go (left), and the images of fy, f1,¢1 (right), where
fo is indicated as the orange surfaces.

By Proposition 4.9, one can easily observe that the first fundamental form of f_y does not
coincide with that of fy. This means that the image of f_y cannot coincide with that of fy nor
fo. However, one might expect the possibility that f_g is an isomer of fs. Here, we consider
the case that the space curve C' has a non-trivial symmetry T. In this case, we know that
f, f, Tof, Tof are only the possibilities of isomers. Thus, if f_g is an isomer of fy, then
it must be congruent to either f or f. We give here the following two propositions which are
related to one of these possibilities (by the following Proposition 6.1, Example 5.3 is just the
case that f_g is right equivalent to f )

Proposition 6.1. Let C be a space curve which admits a non-trivial symmetry T € SO(3) at
0, and let f := fy € QOO(R?,,R3,C) be a generalized cuspidal edge as in the formula (4.1) such
that
e To f(—u,0) = f(u,0), and
e the cuspidal angle 0 satisfies 0(u) = o6(—u) where o € {+, —}.
Suppose that A(u,v) and B(u,v) satisfy one of the following two conditions:
(1) A(—u,—v) = A(u,v) and B(—u, —v) = —B(u,v) or
(2) A(—u,v) = A(u,v) and B(—u,v) = —B(u,v).
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Then fo = T o f_s9 0 @ holds, where p(u,v) = (—u, —v) (resp. p(u,v) = (—u,v)) in the case
of (1) (resp. (2)). In particular, f_g is a right equivalent to f if o = +, and the image of f is
inwvariant under T if o = —.

Proof. We consider the case 0 = +, that is, 8(u) = 6(—u). Since Toc(—u) = c(u) and T' € SO(3)
(cf. Remark 4.4),

—Te(—u) =e(u), Tn(—u)=n(u), b(u)=—-Tb(—-u).
In the case of (1) (resp. (2)), we set ¢(u,v) := (—u,—v) (resp. ¢(u,v) := (—u,v)). Then
Ao p(u,v) = A(u,v) and B o p(u,v) = —B(u,v) hold, and so
Tofyop=ct (A,B)<COS€ —51n9> (_nb>

sinf  cos6

cosf sinf) (n
=c+(4,B) <— sinf cos 9> (b) = f-o
proving the relation fy =T o f_,9 o . The case 8(u) = —0(—u) is proved in the same way.

We then consider the case that ¢ = 1. In this case, fy = T o f_g o ¢ holds. Since T is
an isometry of R®, we have <p*ds?c = dsg, where f := f_p and g = f_y. So g is isometric to
f. Since the cuspidal angle of g takes the opposite sign of that of f, the image of g does not
coincide with f. So g is a faithful isomer of f. Then the uniqueness of the faithful isomer of f

(cf. Theorem 3.8) yields that g is right equivalent to f. O

Similarly, the following assertion holds.

Proposition 6.2. Let C be a space curve which admits a non-trivial symmetry T € O(3)\SO(3)
at 0, and let f := fy € QOC(R?,,RS,C) be a generalized cuspidal edge as in the formula (4.1)
such that
e To f(—u,0) = f(u,0), and
e the cuspidal angle 0 satisfies 0(u) = c0(—u), where o € {+, —}.
Suppose that A(u,v) and B(u,v) satisfy one of the following two conditions:
(1) A(—u,—v) = A(u,v) and B(—u, —v) = B(u,v),
(2) A(—u,v) = A(u,v) and B(—u,v) = B(u,v).
Then fog = T o fsg © @ holds, where p(u,v) = (—u,—v) (resp. p(u,v) = (—u,v)) in the case
of (1) (resp. (2)). In particular, f_g is right equivalent to f if o = —, and the image of f is
invariant under T if o = +.
Proof. Like as in the case of the proof of Proposition 6.1, —Te(—u) = e(u) and Tn(—u) = n(u)
hold. Since det(T) = —1, we have Tb(—u) = b(u). In the case of (1) (resp. (2)), we set
o(u,v) == (—u, —v) (resp. @(u,v) := (—u,v)), then the relation fy = T o f,4 0 ¢ is obtained like
as in the case of the proof of Proposition 6.1. One can also obtain the last assertion imitating
the corresponding argument in the proof of Proposition 6.1. O

Example 6.3. Let a,b be real numbers so that a > 0 and b # 0. Then

o= (acos (4) ~a asin (%), ) weR)

gives a helix of constant curvature k := a/c? and constant torsion 7 := b/c?, where ¢ := v/a2 + b2.
At the point 0 := ¢(0) on the helix, c satisfies T'(c(R)) = ¢(R), where T € SO(3) is the 180°-
rotation with respect to the line passing through the origin 0 which is parallel to the principal
normal vector n(0). We set a =b =1, § = w/4. By setting

(A1, By) == (v3,v%), (A, By) := (v2,v%), (A3, B3) := (v, uwv?).
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The surfaces g; + := fir/4 (i = 1,2,3) associated to the Fukui data (c,£7/4, A;, B;) correspond
to cuspidal edges, 5/2-cuspidal edges, and cuspidal cross caps, respectively. The first two cases
satisfy (1) of Proposition 6.1 and the third case satisfies (2) of Proposition 6.1. Sog; — (i = 1,2, 3)
is a faithful isomer of g; 4.

FIGURE 4. The images of cuspidal edges g1 + (left), 5/2-cuspidal edges go +
(center) and cuspidal cross caps gs + (right) given in Example 6.3.

(The orange surfaces correspond to g; 4+ and the blue surfaces correspond to g; —
fori=1,2,3.)

Finally, we consider the case of fold singularities:

Example 6.4. We let c(u) be a C*°-regular space curve with positive curvature x and torsion

7. If we set )
g+ (u,v) :=c(u) + %(cos On(u) Fsinfb(u)),

then it can be easily checked that ¢g_ is a faithful isomer of g, where 6 is a constant. These two
surfaces can be extended to the following regular ruled surfaces:

g+ =c(u) + g(cos On(u) F sin6b(u)).

APPENDIX A. A REPRESENTATION FORMULA FOR GENERALIZED CUSPS

A plane curve o : J — R? is said to have a singular point at t = to if &(t) = 0 (the dot
means d/dt). The singular point ¢ = ¢q is called a generalized cusp if 5(tg) # 0. In this situation,
it is well-known that

(i) t =tp is a cusp if and only if &(tp), ' (tg) are linearly independent,
(i) (cf. [15]) t = to is a 5/2-cusp if and only if &(ty), 0'(tg) are linearly dependent and

3det(5(to), 0 (0))é (to) — 10det( (o), o (t0)) ' (to) # O.

From now on, we set ¢ty = 0. The arc-length parameter s(t) of o given by

s(t) = /Ot 16 ()| du

is not smooth at ¢ = 0, but if we set w := sgn(t)/|s(¢)|, then this gives a parametrization of
near ¢ = 0, which is called the half-arc-length parameter of o near t = 0 in [17]. However, for
our purpose, as Fukui [3] did, the parameter

(A1) v = V2w = sgn(t) <2 /O t |c’7(u)|du> v

called the normalized half-arc-length parameter is convenient, since it is compatible with the
property |fy| = 1 for adapted coordinate systems (cf. Definition 3.4) of generalized cuspidal
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edges. This normalized half-arc-length parameter can be characterized by the property that
v?/2 gives the arc-length parameter of 0. Then by [17, Theorem 1.1], we can write

(A.2) o(v) = / u(cos O(u), sin 6(u))du, O(v) = / f(u)du.
0 0
We need the following lemma, which can be proved by a straightforward computation.

Lemma A.1. Letv be the normalized half-arc-length parameter of the generalized cusp o(w) at
w = 0. Then there exists an orientation preserving isometry T of R* such that

2 2,4 5 3 4 3 2 5 .
(A.3) Too(v) = (v M ot pov” v (it 2pa) ) +o(v?),

2 8 10’3+8jL 30

where
2
(6) = 3 se? + o),
j=0

5

and o(v®) (resp. o(v3)) is a term higher than v°® (resp. v3).

Using this with (i) and (ii), one can easily obtain the following assertion:

Proposition A.2. Let v be the normalized half-arc-length parameter of the generalized cusp
o(w) atw=0. Then

(1) w=01s a cusp of o if and only if po # 0, and
(2) w=01s a5/2-cusp of o if and only if po =0 and pe # 0.

It is remarkable that the coefficient 11 does not affect the criterion for 5/2-cusps. In this case,
1o = 0 holds, and w1 and us are proportional to the “secondary cuspidal curvature” and the
“bias” of o(t) at t = 0, respectively. Geometric meanings for these two invariants for 5/2-cusps
can be found in [6, Proposition 2.2].
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UNLINKING SINGULAR LOCI FROM REGULAR FIBERS AND ITS
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Dedicated to Professor Maria Aparecida Soares Ruas on the occasion of her 70th birthday

ABSTRACT. Given a null-cobordant oriented framed link L in a closed oriented 3-manifold
M, we study the condition for the existence of a generic smooth map of M to the plane that
has L as an oriented framed regular fiber such that the singular point set is unlinked with L.
As an application, we give a singularity theoretical proof to the theorem, originally proved
by Hector, Peralta-Salas and Miyoshi, about the realization of a link in an open oriented
3—manifold as a regular fiber of a submersion to the plane.

1. INTRODUCTION

Let M be a smooth closed oriented 3-dimensional manifold and f : M — R? a smooth map.
Ify € f(M) C R?is aregular value, then f~1(y) is an oriented link in M and is naturally framed.
Furthermore, if f is generic enough, then the singular point set S(f) of f is an unoriented link
in M~ f~1(y). In our previous paper [19], for an oriented framed link L in M, we characterized
those unoriented links in M ~ L which arise as the singular point set of a generic map that has
L as an oriented framed regular fiber. Such a characterization was given in terms of a relative
Stiefel-Whitney class, or an obstruction to extending the trivialization of TM|;, induced by the
framing over the whole manifold M.

In this paper, we first study the obstruction class more in detail, and give a more practical
characterization in terms of Zs linking numbers. We also clarify the components of L which
have non-trivial Zs linking numbers with the singular point set. Then, as an application of such
studies, we consider submersions of open oriented 3-manifolds to R? that realize given oriented
framed links as regular fibers. The idea is to consider a generic map f whose singular point set
S(f) is unlinked with a given oriented framed regular fiber and to delete a neighborhood of the
singular point set S(f) for obtaining a submersion. In this way, we get a singularity theoretical
proof to the characterization theorem, originally due to Hector and Peralta-Salas [9] and Miyoshi
[14], of those oriented (framed) links in R? that arise as regular fibers of submersions. Recall
that their proofs used the h-principle for submersions due to Phillips [16]. Instead, in this paper,
we arrange the singular point set by using Levine’s cusp elimination techniques [12] (see also
[18, 19]) in a controlled way and push it to infinity, so that we get a submersion.

The paper is organized as follows. In §2, we recall several definitions and terminologies
together with our main theorem in [19], which describes the characterization of singular point
sets as unoriented links in terms of a certain obstruction class. In §3, we study the obstruction
class more in detail, especially for closed oriented 3-manifolds M with H.(M;Z) = H,.(S*; Z).
In such a case, we can identify the obstruction class in terms of Z5 linking numbers. Then, we can
describe the condition for the obstruction class to vanish in terms of Zs linking numbers. Finally
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Key words and phrases. Submersion, link, 3-manifold, excellent map, singular point set, regular fiber, relative
Stiefel-Whitney class, framing.
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in §4, we apply these results to submersions of open oriented 3-manifolds to R2. We will see that
our singularity theoretical proof works well for punctured 3—manifolds, i.e. open 3—manifolds of
the form M° = M ~. D? obtained from a closed 3-manifold M by removing a small closed 3—disk
D3 in M. For a general open oriented 3-manifold, we need to use an “absolute version” of the
h-principle due to Phillips. Recall that the original proof due to Hector and Peralta-Salas [9] or
Miyoshi [14] used the “relative version”, stronger than the “absolute version”, of the h-principle
[7].

Throughout the paper, manifolds and maps are differentiable of class C>° unless otherwise
indicated. All (co)homology groups are with Zs—coefficients unless otherwise indicated. The
symbol “2” means an appropriate isomorphism between algebraic objects or a diffeomorphism
between smooth manifolds.

2. PRELIMINARIES

Let M (resp. N) be a closed 3—dimensional manifold (resp. a possibly noncompact surface)
and consider a map f : M — N. We denote by S(f) the set of singular points of f. A point
in S(f) is a fold singularity (or a cusp singularity) of f if the map germ of f at that point is
modeled on the map germ (z,y,2) — (z,y? £ 22) (resp. (z,y,2) = (2,9 + xy — 2?)) at the
origin. We say that a fold singularity is definite (resp. indefinite) if it is modeled on the map
germ (z,y,2) + (z,y% + 22) (resp. (z,y, 2) — (x,9% — 22)). We say that f is excellent if S(f)
consists only of fold and cusp singularities. It is known that the set of excellent maps is always
open and dense in the mapping space C*°(M, N) endowed with the Whitney C'* topology (for
example, see [6, 21]). If f is an excellent map, then S(f) is an (unoriented) link in M, i.e. a
finite disjoint union of smoothly embedded circles.

Let f: M — N be a map. For a regular value y € f(M) C N, we call L = f~(y) a reqular
fiber, which is a link in M ~ S(f). Note that L is naturally framed: its framing is given as the
pull-back of the trivial normal framing of the point y in N. Furthermore, when M and N are
oriented, L is naturally oriented.

In the following, we fix an orientation for R? once and for all. For excellent maps of closed
oriented 3-manifolds into R?, we have the following (for details, see [17, Proposition 5.1] and
[19)).

LEMMA 2.1. Let L be an oriented framed link in a closed oriented 3—manifold M. Then, it is
realized as an oriented framed reqular fiber of an excellent map f : M — R2? if and only if it is
framed null-cobordant: i.e. there exists a compact oriented normally framed surface V- embedded
i M whose framed boundary coincides with L.

REMARK 2.2. Let L be an oriented link in a closed oriented 3-manifold M. Then, we can
easily show that it bounds a compact oriented surface in M if and only if L represents zero in
H{(M;Z). This can be proved by considering a certain map M ~ L — S!. In particular, if
Hy(M;Z) = 0, then every oriented link bounds a compact oriented surface embedded in M.

REMARK 2.3. It is known that every link in the 3-sphere is realized as a regular fiber of a
restriction to S of a certain polynomial map R* — R? (see [1]). Furthermore, in [4], for a given
link in the 3-sphere, the authors give an explicit algorithm to construct a quasi-holomorphic
polynomial C? — C whose restriction to the unit sphere S has the link as a regular fiber.

Now, let L be an oriented framed link in a closed oriented 3—-manifold. If L is realized as a
framed regular fiber of an excellent map f : M — R2, then S(f) is a link in M ~ L. Thus, it is
natural to ask the following.
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QUESTION 2.4. Which links in M ~\ L appear as the singular point set S(f) of an excellent map
f: M — R? such that f~!(y) coincides with L as oriented framed links for some regular value
yeR2?

In order to answer to the above question, let us prepare some notations and terminologies.
For an (unoriented) link J in M ~\ L, we denote by [J]s € Hi(M ~ L) the Zs—homology class
represented by J. Let N(L) be a small tubular neighborhood of L in M disjoint from J. Since
L is a framed link, we have a natural trivialization of TM|y(z). The obstruction to extending
it over M is the relative Stiefel-Whitney class (see [10]), denoted by ws(M, L), which is an
element of the Zy—cohomology group H?(M,N(L)) = H?(M,L). Note that by excision and
Poincaré—Lefschetz duality, we have

H*(M,N(L)) = H*(M ~ Int N(L),ON(L)) = Hy(M ~ Int N(L)) = Hy(M ~ L).

The following characterization, which answers to Question 2.4, has been proved in [19]. Recall
that the proof was singularity theoretical in the sense that we used a result of Thom [20] about
the homology class represented by the singular locus, and a cusp elimination result by Levine
[12] for arranging the singular locus of an excellent map.

THEOREM 2.5. Let L be an oriented null-cobordant framed link in a closed oriented 3—manifold
M, and J an unoriented link in M ~ L. Then, there exist an excellent map f : M — R? and
a reqular value y € R? such that f~'(y) coincides with L as oriented framed links and that
S(f) = J if and only if [J]2 € Hi(M \ L) is Poincaré dual to we(M,L) € H*(M,L).

3. CASE OF INTEGRAL HOMOLOGY 3—SPHERES

In this section, we mainly consider closed oriented 3—manifolds M with
H.(M:Z) = H.(5%Z)

and replace the condition described by the obstruction class ws (M, L) in Theorem 2.5 with that
of Zs linking numbers.

First, let M be an arbitrary closed oriented 3-manifold and L an oriented framed link in M.
For the inclusion j : (M,0) — (M, L), the induced homomorphism j* : H*(M,L) — H?(M)
sends wq(M, L) to the second Stiefel-Whitney class ws(M) of M, which vanishes. By the
cohomology exact sequence

HY(L)— > H2(M, L)—— 12 (M),

we have that we(M, L) = 6(a) for some o € H(L), although such an o may not be unique. In
fact, such a class can be explicitly given as follows.

Set L = LiULyU---UL,, where L are the components of L, s = 1,2,..., u. It is known that
the tangent bundle T'M of a closed oriented 3—manifold M is always trivial. Once a trivialization
7 of TM is fixed, we can compare it with the specific trivialization of T'"M |, associated with
the framing given for each component L of the framed link L. (We consider the trivialization
given by the ordered vector fields vy, vo and vz, where vp is tangent to Ls consistent with the
orientation, and vq,v3 are consistent with the framing.) This defines a well-defined element as
in 1 (SO(3)) = Z5 for each s. Then, we have proved the following in [19].

LEMMA 3.1. Let o € HY(L) be the unique cohomology class such that the Kronecker product
(o, [Ls]2) € Za coincides with as for each component Ly of L. Then, we have §(a) = wa(M, L).

Note that the trivialization 7 of T'M may not be unique. The set of homotopy classes of
such trivializations is in one-to-one correspondence with the homotopy set [M,SO(3)]. If we
consider the set of homotopy classes of trivializations on the 2—skeleton of M, then each such
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trivialization up to homotopy defines a spin structure on M, and the set of spin structures is in
one-to-one correspondence with H'(M) (see [13]).
By the cohomology exact sequence,

(3.1) HY(M)—~—H'(L) H2(M, L)— 12 (M),
we see that for an arbitrary element § € Im¢*, we could choose o + 3 instead of «, where
i : L — M is the inclusion map. The observation in the previous paragraph shows that this

corresponds to choosing another trivialization which is “twisted along 3”.
The following proposition has also been proved in [19].

5

LEMMA 3.2. Let L be an oriented framed link which bounds a compact oriented surface V' con-
sistent with the framing. Let o € H'(L) be an element such that 6(a)) = wa(M, L). Then, we
have

(wa(M, L), [V,0V]2) = (6(),[V,0V]2)
= (a [L]2>
= #L (mod 2),

where (-, -) is the Kronecker product, [V,0V]y € Ho(M,L) is the fundamental class of V in
Zs—coefficients, and L denotes the number of components of L.

Note that the above lemma is applicable for an arbitrary null-cobordant framed link L and
that the value (a, [L]2) € Z2 does not depend on a particular choice of . Furthermore, if L has
an odd number of components, then the obstruction we(M, L) never vanishes.

Let us now consider the case of a local knot component. Suppose that the oriented framed
link L contains a component L, that lies in the interior of a closed 3-disk D embedded in M.
Set U = Int D, which is an open set of M diffeomorphic to R3. In the following, let us identify
U with R3. In this case, up to homotopy, we may assume that the trivialization 7 of TM over
U is given by the standard one of TR?3.

Let 7 : R®> — H be the orthogonal projection onto a generic hyperplane H =2 R? in the
sense that 7|y, is an immersion with normal crossings. Recall that the first vector field defining
the trivialization TM|y,, associated with the framing on L is tangent to Ly consistent with the
orientation. Since 7|z, is an immersion, we may assume that at each point x of Ly the remaining
two vector fields give a 2-framing that is a basis for a 2-plane N, C T,R3 transverse to T, L
containing the direction H' perpendicular to H. Then, we count the number of times modulo
2 the 2-framing rotates in N, with respect to a fixed positive direction of H+ while z goes once
around Ls. This number is denoted by ¢, (L), which is an element in Zs. Then, we have proved
the following in [19].

LEMMA 3.3. Let o € H'(L) be an arbitrary element such that 6(a) = wa(M, L). Then, we have
(o, [Lsl2) = ty(Ls) +¢(Ls)+1  (mod 2),
where ¢(Lg) denotes the number of crossings of the immersion 7|y, : Ly — H with normal

Crossings.

From now on, we will consider integral homology 3—spheres for M in this section. Let us start
with the following.

DEFINITION 3.4. For an oriented link L in a closed oriented 3—manifold M with Hy(M;Z) = 0,
we always have a Seifert surface, i.e. a compact oriented surface V embedded in M such that
0V = L. Such a Seifert surface is not unique; however, it is known that the induced framing on
L is uniquely determined (for example, see [9, §3.6.1]). In the following, such a framing is said
to be preferred.
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posteve X > > < > ?ME

FI1GURE 1. Seifert algorithm for positive and negative crossings

Then, for oriented links with preferred framings in the 3-sphere S3, we have the following.
In the following, we fix an orientation for S3 once and for all.

PROPOSITION 3.5. Let L = L1 ULy U---UL, be an oriented link in 53, on which a preferred
framing is given. Then ws(S3, L) = 0 if and only if for each s with 1 < s < u, we have

> k(L L) =1 (mod 2),
t#s

where 1k denotes the linking number.

Proof. First, note that by the exact sequence (3.1) with M = S3, we see that § is injective and
that o« € H'(L) with 6(a) = w2(S3, L) is uniquely determined. Therefore, w(S3, L) = 0 if and
only if (o, [Ls]2) = 0 for all s.

Now, we may assume that L is contained in U C S2 as above, and let us consider the generic
projection 7|y, : L — H. By the so-called Seifert algorithm, we can construct a compact oriented
surface V' C S3 with OV = L (see Fig. 1). Then, by construction, we see that when 7(z) goes once
around 7(Ls), each time it goes through a positive (resp. negative) crossing point, it contributes
+1/2 (resp. —1/2) to t,(Ls). Since the number of crossing points of 7(Ls) and 7(L;) is even for
each t # s, and 7(z) goes through each self-crossing point of 7(Ls) twice, we have

to(Ls) = %ZE(LS,Lt) L) (mod 2)

t#s
for each s, where ¢(Lg, L;) is the sum of the signs of crossing points of w(Ls) and 7(L;), and
¢(Ls) is the sum of the signs of self-crossing points of 7w(Ls). Then, since ¢(Ls) = ¢(Ls) (mod 2),
by Lemma 3.3, we have

(a,[Ls]) = %ZE(LS,Lt)Jrl (mod 2)
t#s

= > k(Lo L)+ 1 (mod?2),
t#s

by the definition of linking numbers. Hence, the result follows. O
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REMARK 3.6. The condition that appears in the statement of Proposition 3.5 is very similar
to that in [9, Theorem 3.6.11]. In fact, in §4 we will prove the theorem obtained in [9] as an
application of our Proposition 3.5.

In fact, we have the following more general result.

PROPOSITION 3.7. Let M be a closed connected oriented 3—manifold with
H(M;Z)=0

and L = Ly ULy U--- UL, be an oriented link in M, on which a preferred framing is given.
Then, we(M, L) = 0 if and only if for each s with 1 < s < pu, we have

(3.2) D Ik(Ls,Li) =1 (mod 2).
t#£s

Proof. Since Hy(M;Z) = 0, there exists a Seifert surface V' for L, which is a compact oriented
surface embedded in M with OV = L. By definition, this is consistent with the framing of L. Set
V' =V ~Int N(L) and L, = V' N N(L,) for each s, where N(L) is a small tubular neighborhood
of L in M, N(L;) is the component of N(L) containing L, ON(L) intersects V transversely,
and V' N N(L) is a collar neighborhood of 0V in V. Note that L, is a knot parallel to Lg, and
we orient L consistently with L,. Then, the oriented link L = L~ Lg is Z-homologous to L

in M \ L,, where — L denotes Ls with the opposite orientation.

Now, suppose wy(M, L) = 0. In this case, the given framing of L extends over M. Let us
suppose that a Seifert surface V; for Ly is consistent with the given framing of Ly for some s.
Then, by Lemma 3.2 applied to L, wo(M, Ls) € H*(M, L) does not vanish, as we obviously
have §L; = 1. This implies that as € Zs as appears in Lemma 3.1 does not vanish. This
contradicts our assumption that the framing of L extends over M. Therefore, an arbitrary
Seifert surface V; for L is not consistent with the given framing of L; for each s. Since V' is
consistent with the framing of LS, the linking number of L, and L must be an odd integer.
Since —L, is Z— —homologous to L in M \ Lg, we have the congruence (3.2).

Conversely, suppose (3.2) holds for each s. Then, by the above argument we see that a; =0
for each s. Hence, by Lemma 3.1, we have wo(M, L) = 0. This completes the proof. O

In fact, the above argument implies the following.

PROPOSITION 3.8. Let M be a closed connected oriented 3—manifold with
H{(M;Z)=0

and L = L1 ULy U---UL, be an oriented link in M, on which a preferred framing is given. For
each s with 1 < s < u, define as € Zs by

as =Y Ik(Ls,Ly)+1 (mod 2).
t#£s
Let a € HY(L) be the unique cohomology class such that (o, [Ls]2) = as for all s. Then, we have
0(a) = wqo(M,L).

When H;(M;Z) = 0, we have H'(M) = 0 = H?(M), and hence the exact sequence (3.1)
implies that we have the isomorphism & : H*(L) — H?(M, L). We easily see that its composition
with the isomorphism H?(M, L) — H;(M ~ L) corresponds to the Alexander duality whose
inverse isomorphism is given by taking Zs linking numbers. This observation together with
Theorem 2.5 leads to the following, which answers to Question 2.4 for oriented framed links in
integral homology 3-spheres.
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THEOREM 3.9. Let M be a closed connected oriented 3—manifold with

L=LiULyU---UL, be an oriented link in M, and J be an unoriented link in M ~ L. Then,
there exists an excellent map f : M — R? such that L = f~1(y) for a regular value y € R? and
J = S(f) if and only if for each s with 1 < s < pu, the Zg linking number of J with Ly coincides
with

> Ik(Ls, L) + 1 (mod 2).

t#s

Proof. By the above observations, we see that [J]2 € H1(M ~\ L) is Poincaré dual to
wy(M,L) € H*(M, L)

if and only if it satisfies the condition on Zs linking numbers in the theorem. Thus, the result
follows from Theorem 2.5. O

Let us observe the following.
LEMMA 3.10. If the congruence (3.2) holds, then the number of components of L must be even.

Proof. Consider the sum of all linking numbers

iZlk(Ls,Lt) €Z

s=1 t#s

over all s and t with s # t. Since lk(Ls, Ly) = 1k(L;, Ls), the above sum must be even. On the
other hand, the congruence (3.2) implies that the above sum has the same parity as the number
of components of L. Thus the result follows. (I

The above lemma together with Theorem 3.9 implies that for an integral homology 3—-sphere
M and an excellent map f : M — R2, if L = f~1(y) has an odd number of components for a
regular value y € R?, then S(f) has a non-trivial linking number with a component of L.

In order to get a more general result, let us introduce the following definition.

DEFINITION 3.11. Let M be a closed connected oriented 3—manifold and L, L’ be non-empty
disjoint closed sets in M. We say that L and L’ are not linked if there exists an embedded
2-sphere in M ~ (L U L) which separates M into two components in such a way that one of
them contains L and the other contains L’. If such a 2-sphere does not exist, then we say that
L and L' are linked.

LEMMA 3.12. Let M be a closed connected oriented 3—manifold containing an embedded 2—sphere
S which separates M into two components My and Ms, where My and My are the closures of
the connected components of M ~ S. If a framed link L is contained in Int My and is framed
null-cobordant in M, then it is also framed null-cobordant in Int M.

Proof. Let V be a compact oriented normally framed surface in M which bounds L and is
consistent with the framing of L. We may assume that V and S intersect each other transversely.
Then, VNS consists of a finite number of simple closed curves in the 2—sphere S. By considering
V' N M, adding 2-disks bounded by the simple closed curves in .S, and by slightly translating the
2—disks in a parallel manner using the inner-most argument, we get a compact oriented surface
embedded in Int M;. This gives a desired framed null-cobordism for L in Int Mj. (I

We have the following as a result of Lemma 3.12.
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PROPOSITION 3.13. Let M be a closed connected oriented 3-manifold and f : M — R? a smooth
map. For a regular value y € R?, if L = f~Y(y) is non-empty and has an odd number of
connected components, then L is necessarily linked with S(f).

Proof. Suppose that there exists a 2—sphere S that separates L and S(f). Let M; and Ms be
the closures of the two components of M ~\ S such that L C Int M; and S(f) C Int Ms. Since
L is framed null-cobordant in M, it is also framed null-cobordant in Int M; by Lemma 3.12.
Therefore, there exists a compact oriented normally framed surface in Int M; that bounds L. Let
]\//[\1 be the closed oriented 3—manifold obtained by attaching a 3—disk to M; along the boundary
S. Then, since f|p; is a submersion and m2(SO(3)) vanishes, we see that the trivialization of
T]\//[\1| 1, extends to ]\/4\1, and hence wg(]\/i\l, L) vanishes. Then, by Lemma 3.2 applied to L C ]\/4\1,
this leads to a contradiction, since §L is odd by our assumption. Therefore, L and S(f) are
necessarily linked. This completes the proof. [l

Note that the above proposition holds not only for excellent maps, but also for smooth maps.
In the case of integral homology 3—-spheres, by Theorem 3.9 we have the following.

PROPOSITION 3.14. Let M be a closed connected oriented 3—manifold with
H(M;Z)=0
and L = LyULyU---UL,, be an oriented link in M. For an arbitrary excellent map f : M — R?

such that L = f=1(y) for a regular value y € R?, S(f) necessarily links with each component L
of L with

(3.3) > k(Lo Li) =0 (mod 2).
t#£s
Compare the above proposition with [19, Problem 5.1]. For example, if the congruence (3.3)
holds for all s, then for an excellent map f : M — R? such that f~!(y) = L for a regular value
y € R2, each component of L links with at least one component of S(f).
We do not know if the results in this section for M with H;(M;Z) = 0 also hold for M with
Hy{(M) =0 in Zy—coeflicients.

REMARK 3.15. In fact, Proposition 3.14 holds not only for excellent maps, but also for smooth
maps, which can be proved as follows. Suppose that there exists a smooth map g : M — R? such
that L = g~!(y) for a regular value y € R? and that S(g) does not link with Ls. Then, we can
approximate g by an excellent map f such that S(f) C N(S(g)) and f|arn(s(g) = 9lmn(s(9))
for a sufficiently small neighborhood N(S(g)) of S(g). Then, such an f leads to a contradiction.

4. SUBMERSIONS OF OPEN 3—-MANIFOLDS TO R?

In this section, as an application of our results in [19] and in the previous sections of the
present paper, we consider submersions of open orientable 3-manifolds to R2.

First, let us recall the following fundamental theorem for submersions of R? to R? obtained
in [9].
THEOREM 4.1 (Hector and Peralta-Salas, 2012). Let L = LyULyU---UL, C R? be an oriented
link in R3. Then, there exists a submersion f : R® — R? such that f~(y) = L for some y € R?
if and only if for each s with 1 < s < u, we have

> Ik(Ls, L) =1 (mod 2).
t#s

Recall that in [9], the authors used the h-principle for submersions [7, 16] for the proof. Here,
we give a new proof to the above theorem using our singularity theoretical techniques.
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Proof of Theorem 4.1. Let L be an oriented link in R® which satisfies the condition about the
linking numbers as in the theorem. By identifying the interior of an embedded 3-disk D in S3
with R3, we may assume that L C Int D C S3. Then, by Proposition 3.5, we have wy (S, L) = 0
with respect to the preferred framing on L. Therefore, for an arbitrary non-empty link J in
53 . D, there exists an excellent map g : S — R? and a regular value y € R? such that
L =g '(y) and J = S(g). By restricting g to R® = Int D, we get a submersion f : R® — R?
which has L as a regular fiber.

Conversely, suppose that we have a submersion f : R® — R? and a regular value y € R?
such that f~1(y) = L. Then, we can find an embedded 3-disk D C R? whose interior contains
L. Note that f|p : D — R? is a submersion which has L as a regular fiber. By embedding D
into S3, we can extend f|p to a smooth map g; : S — R2. Here, f(0D) misses y € R?, and
since the second homotopy group of R? \ {y} is trivial, f|sp is null-homotopic inside R? \ {y}.
Therefore, we can arrange the smooth map ¢; in such a way that g; has y € R? as a regular value
and that g;l(y) = L C Int D. Then, by slightly perturbing ¢g; on a neighborhood of 52 \ Int D,
we get an excellent map g5 : S — R? such that y € R? is a regular value, that g, Y(y) =L, and
that S(gs) is contained in S3 \ Int D. In particular, S(g2) is Zz null-homologous in S \ L, and
hence we have wy(S®, L) = 0. Then, by Proposition 3.5, we get the result. ]

REMARK 4.2. More generally, instead of R?, the above theorem holds also for an arbitrary open
3-manifold of the form M ~ D3 for a closed connected orientable 3—-dimensional manifold M
with Hy(M;Z) = 0, where D? is a small closed 3-disk embedded in M.

In the case of a link with an odd number of components, we have the following.

REMARK 4.3. Let f : R?> — R? be a smooth map, and suppose that y € R? is a regular
value such that L = f~!(y) is compact and has an odd number of components. Then, by
Proposition 3.13 together with an argument similar to the above, we see that the singular point
set S(f) necessarily links with L (see also the paragraph just after [15, Theorem 10]): in other
words, we can find no 2-sphere embedded in R? that separates L and S(f). This implies, in
particular, that such an f can never be a submersion.

In fact, we have the following.

PROPOSITION 4.4. Let M be a closed connected orientable 3—manifold with
Hy(M;Z) =0

and set M° = M ~\D3. Let L = L{ULyU---UL, C M?° be an oriented link such that f~*(y) = L
for some excellent map f: M° — R? and a reqular value y € R%. Then, each component Ly of
L with

(4.1) > k(L L) =0 (mod 2)
t#s
links with at least one component of S(f). In particular, such an f can never be a submersion.

Compare the above proposition with [19, Problem 5.1]. See also [2, 3, 5, 11] for related
physical results.

Proof of Proposition 4.4. First note that each component of S(f) is diffeomorphic to a circle or
a real line. Furthermore, S(f) is a closed submanifold of M° which may have infinitely many
connected components.

Let V be a Seifert surface for Lg in M, where L satisfies (4.1). We may assume that L, C M°
and that S(f) intersects V; transversely at finitely many points. We have only to show that there
are an odd number of intersection points.
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Let D be a 3-disk in M such that Int D > D3, LN D= 0, Vsn D= 0, and that dD intersects
S(f) transversely at finitely many points. Then, by an argument similar to that in the proof of
Theorem 4.1, we can construct an excellent map g : M — R? such that s = Flarane B
and that g~ !(y) = L. By our assumption (4.1), we have that L, has a non-trivial Zs linking
number with S(g) by Theorem 3.9. Therefore, S(g) intersects V; transversely at an odd number
of points. By construction of g, this implies that S(f) also intersects V; transversely at an odd
number of points. This completes the proof. O

REMARK 4.5. In fact, the above proposition holds not only for excellent maps, but also for
smooth maps if we replace the statement “Lg links with at least one component of S(f)” by “Ls
links with S(f)”. This can be proved by an argument similar to that in Remark 3.15.

The following is a special case of a theorem proved by Miyoshi [14], who used a relative version
of the h-principle for submersions [7]. Here, we use our singularity theoretical arguments in order
to prove the theorem for punctured 3—manifolds.

THEOREM 4.6. Let M be a closed orientable 3—manifold and L a compact oriented framed link in
M° = M ~. D3. Then, there exists a submersion f : M° — R? such that f~1(y) coincides with
L as oriented framed links for some y € R? if and only if L bounds a proper normally framed
surface in M° and the trivialization of TM®|L, induced by the framing of L extends over M°.

Proof. If there exists a submersion f as in the theorem, then the inverse image by f of the
half line [y1,00) x {y2} C R? is a proper normally framed surface in M° that bounds L, where
y = (y1,y2). Furthermore, since f is a submersion, we can pull-back the natural trivialization of
TR? to M° by f in such a way that the pull-back naturally extends the trivialization of TM®|,
induced by the framing of L.

Conversely, suppose that L bounds a proper normally framed surface V in M° and the
trivialization of TM°|r, induced by the framing of L extends over M°. Let D be a small 3-disk
neighborhood of D3 whose interior contains D? such that DcM~N (L) for a small tubular
neighborhood N (L) of L in M. Then, we may assume that V intersects oD transversely along
finitely many embedded oriented circles. Note that then V N dD bounds a compact oriented
surface V/ in D. Then, by replacing V' N D by V', we see that L is framed null-cobordant
in M. Furthermore, by our assumption, the trivialization of TM°|;, induced by the framing
of L extends over M°. Since m3(SO(3)) vanishes, this implies that it also extends over M.
Therefore, we have that the obstruction wy (M, L) vanishes. Hence, by Theorem 2.5, there exists
an excellent map f : M — R? and a regular value y € R? such that f~1(y) coincides with L as
oriented framed links and that S(f) is contained in Int D3. Then, f restricted to M° = M ~ D?
is a desired submersion. O

In fact, if we use the “absolute version” of the h-principle [16] in order to treat the end of
an open 3—manifold, we can prove the following. Note again that the following theorem was
originally proved by Miyoshi [14] by using a “relative version” of the h-principle [7].

THEOREM 4.7. Let M be an open orientable 3—-manifold and L a compact oriented framed link in
M. Then, there exists a submersion f: M — R? such that f~'(y) coincides with L as oriented
framed links for some y € R? if and only if L bounds a proper normally framed surface in M
and the trivialization of TM |, induced by the framing of L extends over M.

Proof. Necessity can be proved by the same argument as in the proof of Theorem 4.6.
Conversely, suppose that there exists a proper normally framed surface V in M that bounds L

as described in the theorem. Let ) be a compact 3—dimensional submanifold of M with boundary

such that Int @ D L and that 0Q) intersects V transversely along finitely many embedded circles.
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Let us first construct a smooth map g; : M — R? as follows. Let h: V — [0,00) be a smooth
function such that h=1(0) = OV = L and that h is non-singular near dV. Let N(V) 2V x [
be a tubular neighborhood of V' in M, where I = [—1,1] and the [-factor is consistent with the
normal orientation of V. Then, we define ¢g; on N(V') by

N(V) =V x 1299000, 00) x T € R?,
where id; is the identity map of 1. We can extend g1|n vy to N(V) U N(L) in such a way that
g1|n () is a submersion, that the origin 0 is a regular value, and that the framed regular fiber
g1 (0) coincides with L. Then, since R?\ g1 (N(V)UN(L)) is contractible, we can extend g; to
the whole manifold M in such a way that 0 is still a regular value and that the framed regular
fiber g; ' (0) coincides with L.

Set @ = @ ~ Int N(L), which is a compact 3—manifold with boundary 90Q U ON(L). Note
that ¢;(Q") € R? \ Int D, where D is a small 2-disk neighborhood of the origin.

By our assumption, the framing on L extends over M. Using such a framing, we can construct
a bundle epimorphism T'(M ~ Int Q) — T(R? \ Int D) covering g1|a<imtg- Then, by the h-
principle for submersions, g; is homotopic to a smooth map g» : M — R? such that

(1) g2 is a submersion over M ~\ Int Q,
(2) g2 = g1 over N(L),
(3) g2(M ~ Int N(L)) € R? < Int D.

Then, we can approximate g, by an excellent map g3 that enjoys the same properties as gs
described above. Then, S(g3) is a closed subset of @, which is compact. Therefore, S(g3) is
an unoriented link in @ ~ Int N(L). Furthermore, as we started with a framing that extends
over M, the obstruction to extending the framing on 9(Q ~\ Int N(L)) induced by g3 to the
whole @) vanishes. This implies that the Zs—homology class represented by S(gs) vanishes in Q.
Then, by our techniques developed in [19] using Levine’s cusp eliminations (see [12, 18]), we can
homotope g3 to an excellent map g4 that satisfies the properties described above such that S(g4)
is unlinked from L: more precisely, there exists an embedded 3-disk B C Int@Q ~ N(L) such
that Int B D S(g4). Then, for an appropriate embedded arc A C M ~ N(L) that “connects”
B to infinity, we see that M is diffeomorphic to M \ (AU B) by a diffeomorphism that is the
identity on N(L) (for example, see [14]). Then, the restriction of g4 to M ~ (A U B) gives the
desired submersion. This completes the proof. (I

REMARK 4.8. It is known that there exist open 3—manifolds that cannot be embedded in compact
3—manifolds [8].

We finish this paper by posing an open problem.

PROBLEM 4.9. Is there a polynomial map R?® — R? that is a submersion and has a compact
regular fiber as in Theorem 4.17

Compare the above problem with Remark 2.3.
One can find some relevant open problems in [9, §4] as well.
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LOOPS IN GENERALIZED REEB GRAPHS ASSOCIATED TO STABLE
CIRCLE-VALUED FUNCTIONS

ERICA BOIZAN BATISTA, JOAO CARLOS FERREIRA COSTA, AND JUAN J. NUNO-BALLESTEROS

ABSTRACT. Let N be a smooth compact, connected and orientable 2-manifold with or without
boundary. Given a stable circle-valued function v : N — S, we introduced a topological
invariant associated to -, called generalized Reeb graph. It is a generalized version of the
classical and well known Reeb graph. The purpose of this paper is to investigate the number
of loops in generalized Reeb graphs associated to stable circle-valued functions v : N — S*.
We show that the number of loops depends on the genus of N, the number of boundary
components of N, and the number of open saddles of 7. In particular, we show a class of
functions whose generalized Reeb graphs have the maximal number of loops.

1. INTRODUCTION

The Reeb graph was introduced by Reeb in [13] and it is well known that it is a complete
topological invariant for Morse functions from S? to R, where S? is the standard sphere in R?
(see [1, 14]).

Although originally introduced as a tool in Morse theory, the Reeb graphs have several appli-
cations in Computational Geometry, Computer Graphics, Engineering, Applied Mathematics,
etc. A more extensive discussion of Reeb graphs and their variations in geometric modeling and
visualization applications can be found in [4, 7].

An interesting problem related to Reeb graphs in the context of computational geometry is
to investigate the number of loops of such graphs. The number of loops in a Reeb graph of a
Morse function over a 2-manifold (orientable or non-orientable) with and without boundary was
investigated in [5]. Later, some of these results were generalized in [8].

In this paper we study a similar problem. We investigate the number of loops in a graph as-
sociated to a stable circle-valued function v : N — S, where N is a smooth compact, connected
and orientable 2-manifold with or without boundary and S is the standard sphere in R2. The
study of stable circle-valued functions was initiated by S.P. Novikov in the early 1980’s related
with a hydrodynamic problem [11, 12]. Today we can find applications and connections to many
geometrical problems. Recently, an interesting connection with Singularity theory was obtained
by the authors related to the topological classification of finitely determined map germs from
(R3,0) to (R2,0) (see [2, 3]).

A stable circle-valued function is defined as follows:

Definition 1.1. Let N be a smooth compact, connected and orientable 2-manifold with bound-
ary ON (including the case when ON = {}), and let P be a smooth 1-manifold. We say that
v : N — P is stable if:
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(1) ~ is Morse with distinct critical values;
(2) v does not have critical points in ON;
(3) ~v|on is regular.

If P=R and 7 : N — R is stable, we can consider the following equivalence relation in N:
given z, y € N, & ~ y if and only if v(z) = ¥(y) and furthermore, z and y are in the same
connected component of y~1(y(x)). Reeb [13] showed that the quotient set N/ ~ admits a graph
structure which is called Reeb graph associated to 7.

Intuitively, the Reeb graph associated to v is obtained by contracting each connected compo-
nent of the level curves of v to points, where the vertices correspond to connected components
of level curves containing critical points. Consider the following example, where v : N — R is
the height function and N is a closed 2-manifold:

FIGURE 1. Reeb graph associated to the height function

When N is diffeomorphic to the sphere S2, the Reeb graph is a tree (see [13]).

Since the Reeb graph gives the topological information about IV, it is interesting to investigate
the relation of its structure with topological elements such as Euler characteristic, Betti numbers,
genus, etc. For instance, as motivation for this work, we can cite the following results:

Proposition 1.2. ([5, 8]) The Reeb graph of a Morse function over a connected orientable
2-manifold of genus g without boundary has g loops.

Proposition 1.3. ([5, 8]) The Reeb graph of a Morse function over a connected orientable
2-manifold of genus g with h > 1 boundary components has between g and 2g + h — 1 loops.

Notice that the number of loops in the Reeb graph is given by the first Betti number of the
graph, which is the rank of the first homology group. Also, it follows that the first Betti number
of the 2-manifold N bounds from above the first Betti number of the graph, i.e.,

number of loops < 3;(N).

Figure 2 provides an example of a Reeb graph associated to v : N — S', where N is a
2-manifold with A = 4 boundary components and genus g = 1. The Reeb graph in this case has
3 loops, with 3 <2g+h—1="5= p1(N).

Remark 1.4. In the Reeb graph given in Figure 2, the slim traces indicate circle fibers and the
bold traces arc fibers of v, respectively. In Section 2, these different kind of traces in a Reeb
graph are defined with more details.
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FIGURE 2. Reeb graph of a circle-valued Morse function .

In this work we obtain a similar relation to the number of loops, but now in a more general
context, using stable circle-valued functions v : N — S' and the notion of generalized Reeb
graphs.

2. THE GENERALIZED REEB GRAPH

The generalized Reeb graph was introduced by the authors in [2, 3]. It is a generalized version
of the classical Reeb graph, and it was inspired in Maksymenko’s work [10].

Let v: N — S! be a stable circle-valued function, where N is a smooth connected, compact
and orientable 2-manifold with or without boundary. Consider the following equivalence relation
in N, analogous to the one given in the previous Section: given z, y € N, x ~ y if and only if
v(x) = v(y), where z and y are in the same connected component of v~ (y(x)). The following
result shows the structure of N/ ~:

Proposition 2.1. Let N be a smooth connected, compact and orientable 2-manifold with or
without boundary. Let v : N — S be a stable circle-valued function. Then, the quotient space
N/ ~ admits a graph structure as follows:

(1) The vertices are the connected components of level curves v~ 1(v), where v € S' is a
critical value;

(2) Fach edge is formed by points that correspond to connected components of level curves
v~ 1(v), where v € St is a regular value.

Proof. Since - is stable its critical points are isolated and N being compact, -y has a finite number
of critical points. Moreover, N connected implies N/ ~ connected.
Let vq,...,v, be the critical values of . Then,

YIN =y Yoy, .., }) N =y {og, ... 0,0)) — St — {v1,...,0.}

is regular, and the induced map

(N =y {vr,. .00 }) ) ~— St —{v1, ..y u}

is a local homeomorphism. Each connected component of S*—{vy,...,v,} is homeomorphic to an
open interval, so each connected component of (N —~y~1({v1,...,v,}))/ ~ is also homeomorphic

to an open interval.
O
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Remark 2.2. (1) Let C; be the connected components of ON, with i = 1,...,n. Then
v|C; : C; — St is a diffeomorphism.
(2) The level curves of 7y intersect ON transversely.

The possible topological types of the level curves of v : N — S are:

O oo -~ X

(a) circle (b) saddle (c) max/min (d) line (e) half (f) open
open saddle saddle

F1GURE 3. Topological types of level curves

By Remark 2.2 item (2), the level curves of v that can intersect ON are only the types (d), (e)
and (f). Furthermore, by item (1), each level curve of v can intersects at most once a connected
component C; of ON, and these intersections happen in regular points.

The graph structure of N/ ~ given in Proposition 2.1 associated to a stable function
v : N — S will be denoted by I',. Each edge of I', can be of two types: one corresponds
to connected components of circle type and will be denoted by a slim trace; another corresponds
to connected components of interval type and will be denoted by a bold trace. We denote by I'
the subgraph of I, given by the slim edges with their respective vertices, and by I the subgraph
of ', given by the bold edges with their respective vertices (i.e., I', =T UTI").

Each vertex of the graph can be of six types, depending if the connected component has a
maximum/minimum critical point, a saddle point, a half open saddle point, an open saddle point
or a regular point. Then, the possible incidence rules of edges and vertices when v : N — S is
stable are given in Figure 4.

I 01B1g

FIGURE 4. Incidence rules

We denote by S, S’, S, M, C and I the number of vertices of type (a) through (f), respectively.
Figure 5 represents some possible structures of the graph N/ ~ for stable maps from N to
S1. Notice that I" and I'" are not necessarily connected graphs.
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N R

\‘ NS >
rur=-0O-0O rurs @

FIGURE 5. Graphs N/ ~ for stable maps v; : N — S',i=1,2,3

Let vy,...,v; € S be the critical values of v : N — S'. We choose a base point vy € S' and
an orientation. We can reorder the critical values such that vg < v1 < ... < vg and we label
each vertex with values i € {1,...,k}, if it corresponds to critical values v;.

Definition 2.3. Let v: N — S! be a stable circle-valued function. The graph given by N/ ~
together with the types of edges and the labels of the vertices, as previously defined is called the
generalized Reeb graph associated to ~.

Example 2.4. Consider the stable circle-valued functions v; : S — S, 45 : N — S, where N
is a 2-manifold with boundary, as appear in Figure 5. The respective generalized Reeb graphs,

I'y, and I',, are exhibited in Figure 6.

s? 1
S
N
y] 5 YZ st

FIGURE 6. Generalized Reeb graphs

As previously stated, the main goal of this work is to investigate the number of loops in
generalized Reeb graphs. This number is defined as follows:

Definition 2.5. Let I', be the generalized Reeb graph associated to the stable function
v : N — S The first Betti number of I, denoted by 1(I'y), is called the number of loops of
r,.

In what follows, the notation §; will indicate the ith Betti number.
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3. NUMBER OF LOOPS AND OTHER PROPERTIES OF I',

In this section we investigate the number of loops in generalized Reeb graphs and present
some other properties of these graphs.

From now on, N will be a smooth connected, orientable and closed 2-manifold or N will be a
2-manifold with boundary obtained by taking a closed 2-manifold and removing h-disks. In the
last case, by simplicity, we will simply say that IV is a 2-manifold with boundary.

Theorem 3.1. Let N be a closed 2-manifold of genus g and let v : N — S be a non regular
stable circle-valued function. Then the generalized Reeb graph Iy, of v has g loops.

Proof. First notice that I', is connected and x(I'y) =V — E, where V, E denote the number of
vertices and edges of I, respectively.

On one hand, V.= M + S+ I where M, S, I are the numbers of vertices of type: max/min,
saddle or regular, respectively. Since « is non regular, V' # 0.

On the other hand, by Euler’s formula £ = %Zz/:l deg(v;) where v; € V and deg(v;) (the
degree of v;) is the number of edges incident to v;. As <y is stable, the degree of each vertex of
max/min type is 1, while of regular type is 2 and of saddle type is 3. Hence,

M-S 2-29
2 2

1
X(T) =V =B =M+ 8§ +1—5(M+2[+35) = l1-g
Since T, is connected, it follows that 54 (I'y) = g, i.e., I'y has g loops.
O

Remark 3.2. If v : N — S is a stable circle-valued function, where N is a closed 2-manifold
with x(N) # 0, then ~ is always non regular. In fact, suppose 7 is regular. Then, « should be
surjective and from Ehresmann’s fibration theorem [6], v should be a locally trivial fibration. In
particular, since F is a fiber of this fibration, it should happen that 0 # x(N) = x(S1)x(F) = 0,
which is an absurd.

Corollary 3.3. (Proposition 3.4 [2]) Let v : S — S be a stable circle-valued function. Then
the generalized Reeb graph of v is a tree.

Remark 3.4. (1) Notice that the definition of generalized Reeb graph differs from the classical
Reeb graph with respect to the vertices. In the classical case, the vertices are related just with
the connected components of level curves v~ !(v) which contain a critical point. Hence, our
generalized Reeb graph contains some extra vertices corresponding to the regular connected
components of v~ 1(v), where v is a critical value. Of course the classical Reeb graph can be
obtained from the generalized one just by eliminating the extra vertices and joining the two
adjacent edges. But in general, the generalized Reeb graph provides more information.

(2) The Figure 7 shows two stable functions v1,72 : S? — S! with their respective generalized
Reeb graphs. Both functions share the same classical Reeb graph, but the generalized Reeb
graphs are different. The stable function 7, is non surjective while 9 is surjective. Then ~;
and v, could not be topologically equivalent, i.e., there are no homeomorphisms ¢ : $? — S2
and v : S' — S such that 7; = ¢ o 3 0 ¢~ 1. This shows that the classical Reeb graph is not
sufficient to distinguish between these two examples.

(3) If v : S? — ST is not surjective, then v may be regarded as a Morse function from S? to
R (via stereographic projection). In this case, the generalized Reeb graph can be obtained from
the classical one just by adding the extra vertices each time that one passes through a critical
value.
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1
S 12

FIGURE 7. Stable functions and their generalized Reeb graphs

It is obvious that the labeling of vertices of the generalized Reeb graph is not uniquely
determined, since it depends on the chosen orientations and the base points on each S*. Different
choices will produce either a cyclic permutation or a reversal of the labeling in the generalized
Reeb graph.

The following result shows that the number of open saddles together with the genus and the
number of boundary components of N, determine the number of loops in the generalized Reeb
graph associated to v : N — S
Theorem 3.5. Let N be a 2-manifold with boundary and let -y : ]/\/7 — St be a stable circle-valued

unction. Then, the number of loops in ', is given by g+ ————, where g is the genus of N, h
v 159 yyg 5 9 g

is the number of connected components of ON and S" is the number of vertices of open saddle
type.

Proof. Since T', is connected we have So(I'y) = 1. The Euler characteristic of I'y is given by
x(Ty) = po(Ty) — B1(T'y) = 1 — B1(Ty), where 51(I'y) represents the number of loops in I',.
We also have that x(I'y) =V — E, where V, E denote the number of vertices and edges of
', respectively. Moreover, V.= M + S+ 5" + S” + C + I where M, S,5’,5",C, I denote
the numbers of vertices of each type listed in Section 2. On the other hand, by Euler’s formula

|V
E=2)Y <
5 2 deg(v;)

where v; € V.
Since 7 is stable, the degree of each vertex of max/min type is 1, while of regular type is 2
and saddle type is 3. Hence,

1
xTy)=V-E=M+S+58+5 +-C'+Al—-§(A4 + 2C 4 21 + 35 + 35" + 45")

_ M-5-8§-25" x(N)-§" _ (8" +h)
= x(y) = 5 =T Tt T
1
Therefore, the number of loops is given by £, (I'y) = g + @



LOOPS IN GENERALIZED REEB GRAPHS 111
The next proposition shows that the first Betti number of N bounds the number of loops in a
generalized Reeb graph, similar to what happens with the classical Reeb graph (see Section 1):

Proposition 3.6. Let N be a 2-manifold with boundary and let v : N — S* be a stable circle-
valued function. Then, the number of loops = P1(I'y) < B1(NV).

Proof. In the proof of Theorem 3.5 we showed that 2x(I'y) = x(N) —S”. Then,
Bi(N) =2p(Ty) —1—5".
Note that
X(T) = x(TUT') = () + x(I") = x(I'NT') = x(I) = 8" - &,
because
XT)=V-E=8+8"+1- %(25’ +45" 4 2I) = —5"

and x(I'NIY) = 5".
However, since N is a 2-manifold with boundary, the number of connected components of I'
is at most S/, which means that x(T') < 5" — 8;(T).

Then,
X(Ty) = X(T) = 8" — §' < —f,(T) — 8" < —".
Therefore,
Bo(Ty) = B1(T) = x([y) < =5" & pi(T) > 145"
Consequently,

ﬁl(N) = 261(F7) - (1 + S”) > ﬁl(Fv) = ﬁl(rv) < BI(N)

A consequence of Theorem 3.5 and Proposition 3.6 is the following relation

1
g+@g2g+h—1 = S§'<2+h-2

The next result shows a class of functions whose generalized Reeb graphs have the maximal
number of loops:

Theorem 3.7. Let N be a 2-manifold with boundary and let v : N — S' be a stable circle-valued
function. If Bo(I') = S’ then I'y, has the mazimal number of loops, i.e., f1(I'y) =29+ h — 1.

Proof. Since v is stable and h # 0, then I # (). We divide the proof in two cases:
Case 1: 8’ =0.

Since I'y = T'UT” is connected, I' NI is the set of vertices that correspond to the half open
saddles type and I # ), we have that T = ().
Consequently, M = 0 and S = 0. By the Poincaré-Hopf Theorem it follows that

2-29—h=M-S-5-58"=-8" = §"=29+h-2.
As
1= B1(Iy) =x(Ty) = x(I') = =8"=~(2g + h - 2),
then f1(I'y) =29+ h — 1.
Case 2: S #£0.
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Notice that the level curves of half open saddle type divide N in two connected components.
Consider aq,...,as the level curves of half open saddle type, and let v; be the vertex corre-
sponding to o; in I', = TUT”, with ¢ = 1,...,5". Then, for each vertex v; there are 3 incident
edges, 2 bold traced edges and 1 slim traced edge.

Let B; be the connected component of N determined by «; that contains the level curves
corresponding to the slim traced edges arriving at v;. Since T NIV = {v;,4 = 1,...,5},
I, =T UTI" is connected and By(I') = S’, then each connected component of I' contains exactly
one vertex v;, i =1,...,5".

Assume that B; N ON # () for some i = 1,...,5’. Then, B; contains the level curves of
interval type. Consequently, it contains a level curve of half open saddle type. Hence, there is a
connected component of I which contains two vertices corresponding to half open saddles. But
this is a contradiction, therefore B; N ON = 0.

Since y|B; is Morse for every i = 1,..., 5", it follows that B; contains only level curves of saddle
type, circle type and max/min type. Also, the subgraph I'|p, satisfies 1 — 31(I'y,) = M; — S,
where M; is the number of vertices of max/min type and S; is the number of vertices of saddle
type of I, B,, respectively. It follows that

s’ s’
Z (1= 81Ty 5,)) = Z(Mz —8) =8 -/M)=M-S=pI)=-M+S+5"

i=1 i=1
Also, notice that So(I') = S’ implies 5o(I') = 1, then
(L) = =8" = By (T) =1+ 5",
Consequently,

x(Ty) = x(@)+xI") = x(T'NL) = Bo(I') — Bi (L) + Bo (L") — fu (1) = 5
= S (-M+S+8)+1—(1+8) -8 =M-S8-5 —8"=y(N).

Therefore, f1(I'y) =29+ h — 1.
O

The next picture illustrates a stable circle-valued function under the conditions of Theorem 3.7.

A8

FIGURE 8. Stable circle-valued function with maximal number of loops in the
generalized Reeb graph
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Remark 3.8. Consider v : N — S! a stable circle-valued function, where N is a 2-manifold
with boundary and genus zero. Notice that since So(I") < 7, if So(I) = 1 then Sy(T') = 5.
Consequently, the number of loops of I', is maximal.
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APPARENT CONTOURS OF STABLE MAPS OF SURFACES WITH
BOUNDARY INTO THE PLANE

TAKAHIRO YAMAMOTO

Dedicated to Professor Takashi Nishimura on the occasion of his 60th birthday.

ABSTRACT. Let M be a connected compact surface with boundary. A C* map M — R?
is admissible if it is non-singular on a neighborhood of the boundary. For a C°° stable
map f: M — R?, denote by c(f) and n(f), i(f) the number of cusps and nodes, connected
components of the set of singular points respectively. In this paper, we introduce the notion of
admissibly homotopic among C*> maps M — R?, and we will determine the minimal number
¢+ n for each admissibly homotopy class.

1. INTRODUCTION

Let M be a connected compact surface with boundary 9 and P a surface without boundary.
Denote by C*°(M, P) the set of C*° maps M — P equipped with the Whitney C*° topology.
A C*® map f: M — P is called a C™ stable map, (or stable map for short), if there exists a
neighborhood N (f) C C>°(M, P) of f such that every map g € N(f) is C™ right-left equivalent’
to f. A C* map f: M — P is stable if and only if f has fold, cusp and Bs as its singularities,
and f|(s(fyua\(c(rHuB(s)) is an immersion with normal crossings, where C(f) and B(f) denote
the set of cusp points and By points of f respectively, see Proposition 2.2 for details.

Note that if a C>° map f: M — P is stable, then f|s: 0 — P is stable. Note also that a
Bs point is a fold point (or regular point) if we ignore the boundary (resp. we restrict f to
boundary).

A C*® map f: M — P is called admissible if it is submersive on an open neighborhood of
the boundary. Note that a C*° stable map f: M — P is admissible if and only if it has no Bs
points.

For a C* stable map f: M — P, denote by ¢(f) and n(f), i(f) the numbers of cusps and
nodes, connected components of the set singular points of f respectively.

Denote by M}, a connected compact surface with exactly & boundary components. A con-
nected compact and orientable (or non-orientable) surface of genus g with exactly k boundary
components is denoted by X, 1, (resp. Ny ). The 2-dimensional sphere and the plane are denoted
by 5% and R? respectively.

For a C*° map f: M — P, define the set of singular points of f as

S(f)={pe M |rank d, f < 2}.

We call f(S(f)) the apparent contour (or contour for short) of f and denote it by v(f). For
a closed surface M, the apparent contour of a stable map M — P (P = R2, S?) relates the
topology of M as classical result of Thom [11] and a formula obtained by Pignoni [9] show.

2000 Mathematics Subject Classification. Primary 57R45; Secondary 57R35, 57R90, 58 K65 .

Key words and phrases. stable map, cusps, nodes.

ITwo maps f, g € C®°(M,P) are C* right-left equivalent if there exist a diffecomorphism ®: M — M
preserving the boundary and a diffeomorphism t¢: P — P such that fo® = og.
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Pignoni [9] introduced the notion of a minimal contour of a closed surface: The contour ~(f)
of a stable map f: M — R? is called a minimal contour of M if the number c(f) + n(f) is the
smallest among stable maps g: M — R? which satisfy i(g) = 1. Then, Demoto [2] introduced
the notion of a minimal contour of a C*° map fo: M — P between surfaces and studied that of
a C>® map S? = S2: Let fo: M — P be a C*™ map and f: M — P a C™ stable map which
is homotopic to fy and satisfies i(f) = 1. Call v(f) a minimal contour of fy if the number
c(f) + n(f) is the smallest among C* stable maps g: M — P which are homotopic to fp and
i(g) = 1. Then, Kamenosono and the author [7] studied minimal contours of C°° maps M — S?
of closed surfaces M. Apparent contours of stable maps between surfaces were also studied
in [15, 16, 3, 17]. Studying minimal contours of C>° maps make the very first step toward
classifying generic C°*° maps of surfaces up to right-left equivalence.

In this paper, we study minimal contour of C'*° maps of surfaces with boundary. More
precisely, for a surface M with boundary and a surface P without boundary, we introduce the
notion of admissibly homotopic which is an equivalence relation among admissible C*° maps
M — P, and admissible minimal contour of an admissible C*° map M — P. Then, we study
admissible minimal contours of admissible C* maps M; — R2.

This paper is organized as follows. In §2, we prepare some notions and introduce the main-
theorems (Theorems 2.3 and 2.5). In §3, we prepare some notions concerning stable maps
f: My — R? (k > 1) and introduce the formula as an application of formulas obtained by
Pignoni [9] and Imai [6]. In §4, we construct admissible stable maps $,; — R? (g > 0) and
Ng1 — R? (g > 1) which are in the lists of Theorem 2.3 and 2.5 respectively. In §5, we show
the contours of stable maps constructed in § 4 are admissible minimal contours. In §6, we pose
a problem which concerns the apparent contours of stable fold maps f: M, — R?, where a
stable map f: M — R? of a surface with boundary is called fold map if it has no cups as its
singularities.

Throughout this paper, all surfaces are connected and smooth of class C°, and all maps are
smooth of class C*> unless stated otherwise. The symbols r and g > 0 denote integers. For a
topological space X, idx denotes the identity map of X.

2. MAIN-THEOREM

In this section, we introduce some notions and introduce the main-theorems (Theorems 2.3
and 2.5).

Let M}, be a compact and connected surface with exactly & boundary components 0 U- - -U0J.
Then, admissible C> maps fo, f1: My — R? are said admissibly homotopic if there exists a C>
map H: My, x [0,1] — R? such that H; = H(-,t): M} — R? is an admissible C*° map for each

€ [0, 1], and H() == fo and H1 = f]_.

Let f: M) — R? be an admissible C*> map. Then, for each component d;, orient the regular
curve f(9;) C R? so that at each point, the inner of f(My) is in the left hand side. Note that
the definition of the orientation for f(9;) C R? is well-defined by virtue of the assumption that
f is admissible. Then, call the rotation number of f(8;) C R? the boundary rotation number of
0; (or rotaion number of 0; for short) with respect to f and denote it by W (f;0;). If k =1,
then call the rotation number of f(9) C R? the boundary rotation number of f and denote it
by W(f). Furthermore, in the case that M = X, and k = 1, define s(f) = +1 (or —1) if there
exists a neighborhood of N (9) of 9 such that f|y ) preserves (resp. reverses) the orientation of

N(9).

Proposition 2.1. (1) Admissible stable maps fo, f1: £41 — R? are admissibly homotopic
if and only if W(fo) = W(f1) and s(fo) = s(f1)-
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(2) Admissible stable maps fo, fi: Ng1 — R? are admissibly homotopic if and only if
W(fo) = W(f1).

Proof. (1) If fo and f; are admissibly homotopic, then s(fo) = s(f1) and regular curves f,(9)
and f1(0) are regularly homotopic. It implies that W(fy) = W(f1).

We consider the opposite direction. If W (fy) = W (f1), then regular curves fo(9) and f1(9)
with the canonical orientation are regularly homotopic. Thus, there exists a C° map

H':0x[0,1] - R?
so that H'(-,0) = fols and H'(-,1) = f1]g. Then, we can extend H' to a C° map
H": N(9) x [0,1] — R?

on a neighborhood of 8 so that H”|gx (01 = H' and H;' = H"(-,t): N(9) — R? is a submersion
for any ¢ € [0,1]. Note that if s(fo) = s(f1) = +1 (or s(fo) = s(f1) = —1), then H; = H"(-,t)
is an immersion which preserves (resp. reverses) orientation of a neighborhood of 9 for each
€ [0,1]. On the other hand, we decompose X, 1 into a simplicial complex. We also decompose
Y41 % [0,1] into a simplicial complex which is compatible with the simplicial decomposition of
Yg.1. We define a map H: $,1 x [0,1] — R? by the following manner:
O-simplex: If a O-simplex 0 =< a¢ > is in N(0) x [0,1] (or X4 1 x {0}, X1 x {1}), then we
define H(ag) = H"(ag) (resp. H(ao) = fo(ao), H(ag) = fi(ap)). Otherwise, we define
H(ao) =0 € R
1-simplex: If a 1-simplex ¢ =< ag,a1 > is in N(9) x [0,1], (or g1 x {0}, 41 x {1}),
then H|, is defined by H|, = H"|, (resp. H|, = folos H|loc = filo). Otherwise, we
define H|, by H(z) = MH (ag)+ A1 H(a1), where = A\gag+ A1aq1 € o with the property
that \; € Rzo and \g + A\ = 1.
2-simplex: If a 2-simplex 0 =< ag, a1,a2 > is in N(9) x [0,1] (or ¥4 1 x {0}, g1 x {1}),
then H|, is defined by H|, = H"|, (resp. Hl|s = folo, H|lo = fils). Otherwise, we
define H|, by H(z) = AH (ag) + A 1 H(a1)+ A2H (az), where x = Aoag+ A1a1 +Azaz € 0
with the property that A\; € R>¢ (1 =0,1,2), and A\g+ A1 + Ay = 1.
3-simplex: If a 3-simplex 0 =< ag, a1, ag,a3 > is in N(9) x [0,1], then H|, is defined by
H|, = H"|,. Otherwise, we define H|, by

H(Z‘) = /\OH(GO) + )\1H(a1) + )\QH(CLQ) + /\3[1(&3)7

where x = Aag + Aa1 + A2as + Azas € o with the property that a; € R, a; > 0
(:1=0,1,2,3), and ag + a1 + azs + ag = 1.

Then, by perturbing H slightly, if necessary, we obtain a desired C* map %,1 x [0,1] — R%.
Namely, fo and f; are admissibly homotopic.

(2) The case of C* maps N, ;1 — R? is also proved by similar way of (1). We omit the proof
here. [l

C* stable maps of compact and connected surfaces with boundary into surfaces without
boundary are characterized by the following way.

Proposition 2.2 (Bluce and Giblin [1]). Let M be a compact and connected surface possibly
with boundary O and P a surface without boundary. A C* map f: M — P is C* stable if and
only if it satisfies the following conditions.
(1) (Local conditions) In the following, for p € 0, we use local coordinates (x,y) around p
such that IntM and O correspond to the sets {y > 0} and {y = 0} respectively.
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(la) Forp € IntM, the germ of [ at p is right-left equivalent to one of the following:
(z,y), p: regular point,
(@) = < (2,97), p: fold point,
(x,y° +xy), p: cusp point.
(Ib) For p € 9, the germ of f at p is right-left equivalent to one of the following:
(2,9) > (z,y) p: regular point of fln o),
’ (x,y%> +xy) p: By point.
(2) (Global conditions) For each g € f(S(f)U9), the multi-germ
(flscpuas I~ H@) N (S(F)ud))

is right-left equivalent to one of the four multi-germs whose images are as depicted in
Figure 1, where blue curves and gray curves represent f(S(f)) and f(9) respectively:
(1) represent immersion mono-germs (R,0) > t + (t,0) € (R%, 0) which correspond to
a single fold point or a single boundary point respectively, and  (2) represents cusp
mono-germ (R,0) > t — (t,¢3) € (R2,0) which correspond to a cusp point,  (3)
represents By multi-germ which corresponds to a single point in ONS(f), (4) represent

normal crossings of two immersion germs, each of which corresponds to a fold point or
a boundary point.

q q < Z
(2)

q
(1) 3)

FIGURE 1. The images of multi-germs of f|g()us(f]on)

Let fo: M1 — P be an admissible C*° map and f: M; — P an admissible C*° stable map

which is admissibly homotopic to fy. Call v(f) an admissible minimal contour of fy if the number

c(f) + n(f) is the smallest among stable maps g: M; — R? which are admissibly homotopic to
fo and i(g) = 1. Note that the number of connected components of the set of singular points is

allowed to vary during admissible homotopy.

Theorem 2.3. Let g > 0 be an integer and f: X1 — R? be a rotation number r admissible

stable map. The contour y(f) is an admissible minimal contour if and only if the pair (c(f),n(f))

is one of the pairs below:

g=0:
(r+1,0) ifr >0,

(c(f),n(f)): {(—7‘—1,—7’—1) ifTS—l-
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g=1
(r+3,0) or (r—1,4) ifr>1,
(c(f),n(f)) = ¢ (r+3,0) if —2<r<0,
(=r—3,—-r—23) if r <=3,
g=2
(T*3a6) ifr >3,
(1,5) ifr=2,
(c(f),n(f))=<(r+1,4) or (r+5,0) f —1<r<1,
(r+5,0) if —4<r<-2,
(=r—=>5,—r—25) if r < =5,
g=3

(r—2g9+1,2g+2) ifr>2g—1,

(2,6 + 2k) ifr=9—2g+4k k=0,...,9—3,
(1,6 + 2k) ifr—=8—2g+4k k=0,...,9—3,
(0,6 + 2k) ifr=T—2g+4k k=0,...,9—3,
(1,5 + 2k) ifr=6-2g+4k, k=0,...,9— 2,
(r4+2g9—3,4) or (r+2g+4+1,0) if3—-29<r<5-—2g,
(r+2g+1,0) if —29g<r<2-2g,
(—r—2g—1,—r—2g9—1) ifr<-—-1-2g.

Remark that the number ¢+ n of an admissible minimal contour of a C°° map fo: ¥41 — R?
depend only on the boundary rotation number W (fy). It does not depend on the sign s(fy).

Corollary 2.4. The number ¢ + n of an admissible minimal contour of a rotation number r
admissible stable map £,1 — R? is one of the items below:

r+3 ifr>29g—1,

(r+29+5)/2 if3—29<r<2g—1andr=3-2g mod 4,
(r+29+6)/2 if2—29<r<2g—1andr=2-—2g or —2g mod 4,
(r+29+7)/2 ifl—29<r<2g—1andr=1-2g mod 4,
r+2g+1 if =29 <r <2-—2g,

—2(r+142g) ifr<-1-2g.

c+n=

Theorem 2.5. Let g > 1 be an integer and h: Ng1 — R2 be a rotation number r admissible
stable map. The contour y(h) is an admissible minimal contour if and only if the pair (c(h),n(h))
is one of the items below:

1,]g+7—4]/2) ifr>2—gandr =g mod 2,
0,9 +7—3|/2) ifr>1—gandr#g mod 2,
L—(g+7)/2) ifr<—gandr=g mod 2,
0

(
(c(h), n(h)) = E
0,—(g+r+1)/2) ifr<—-1—gandr#g mod?2.
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3. TOPOLOGICAL FORMULA OF APPARENT CONTOUR

In this section, we introduce topological formula of apparent contours of admissible stable
maps M — R2 of surfaces with boundary.

Let us recall some notions introduced by Pignoni [9]. Let M} be a compact and connected
surface with exactly k& boundary components & = 9; U--- Uy, and f: M; — R? an admissible
stable map whose contour is non-empty. Then, for each component 0;, orient the regular curve
f(9;) C R? so that at each point, the inner of f(My) is in the left hand side. Note that
the definition of the orientation for f(9;) is well-defined by virtue of the assumption that f is
admissible. Let S(f) = S1U---USp be the decomposition of S(f) into the connected components
and set v; = f(S;) (i =1,...,¢). Note that v(f) =y, U---U~,. For each v;, denote by U; the
unbounded component of R? \ ;. Note that oU; C ;.

Orient ~; so that at each fold point image, the surface is “folded to the left hand side”. More
precisely, for a point y € «; which is not a cusp or a node, choose a normal vector v of v; at y
such that f~1(y’) contains more elements than f~!(y), where ¢’ is a regular value of f close to
y in the direction of v. Let 7 be a tangent vector of 7; at y such that the ordered pair (7, v)
is compatible with the given orientation of R2. It is easy to see that 7 gives a well-defined
orientation for ~;.

Definition 3.1. A point y € 9U; \ {cusps, nodes} is said to be positive if the normal orientation
v at y points toward U;. Otherwise, it is said to be negative.

A component ~; is said to be positive if all points of OU;\{cusps, nodes} are positive; otherwise,
i is said to be negative. The numbers of positive and negative components are denoted by i™
and 7~ respectively.

By the geometrical condition of the surface ¥, 1, we obtain the following lemma.

Lemma 3.2. Let f: ;1 — R? be an admissible stable map whose singular points set consists
of one component. Then, the contour is a negative component.

Definition 3.3. A point y € 9U; \ {cusps, nodes} is called an admissible starting point if y is
a positive (or negative) point of a positive (resp. negative) component +;. Note that for each i,
there always exists an admissible starting point on ~;.

Definition 3.4. Let y € 7; be an admissible starting point and @ € v; anode. Let a: [0, 1] — ~;
be a parameterization consistent with the orientation which is singular only when the image is
a cusp such that a=!(y) = {0,1}. Then, there are two numbers 0 < t; < t < 1 satisfying
Oé(tl) = Oé(tg) = Q

We say that @ is positive if the orientation of R? at () defined by the ordered pair (o' (t1), o (t2))
coincides with that of R? at Q; negative, otherwise.

The number of positive (or negative) nodes on 7; is denoted by N;" (resp. N, ). The definition
of a positive (or negative) node on v; depends on the choice of an admissible starting point y.
However, it is known that the algebraic number N;r — N; does not depend on the choice of y,
see [12] for details. Thus, the algebraic number N* — N~— = Zle(N;r — N;7) is well defined.
Note that nodes arising from ~; N7, (¢ # j) play no role in the computation.

Then, we have the following formula as an application of the formula of Pignoni [9] and
Imai [6].

Proposition 3.5. For an admissible stable map f: M}, — R2, we have

k

(3.1) g =e(My) (N+—N*)+Cg—f)+(1+z'+—f)—%Z(rj+1)

j=1
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where e(My,) is equal to 1 if My, is orientable or 2 if My, is non-orientable, and r; denotes the
rotation number of fla,.

Proof. To compute the Euler characteristic x(Mj), apply a result of Levine [8]: For an admissible
stable map f: M — R2, we have

T(ej)’

N | =

X(My) = m(v) +
i=1 j=1

where 7; and e; denote f(S;) and f(9;) respectively, and 7(v;) and 7(e;) denote the double
tangent turning number of ; and e; with respect to the canonical orientation respectively. For
an oriented closed curve «, the double tangent turning number 7(«) is defined as the degree of
the map o — RP! assigning to each point on the curve its tangent line. This map is also defined
at cusp points. If o has no cusps, then 7(«) = 2r(«) where r(«) denotes the normal degree of
a. To compute 7(a), apply a result of Quine [10]: For a closed plane curve a, we have

T(a) =2n(a) +2nT —2n" + ¢t —c7,

where n(a) = +1 is defined according to the orientation of the curve a, ¢ (or ¢~) denotes
the number of positive (resp. negative) cusps of a, and n™ (or n~) the number of positive
(resp. negative) nodes of «, see [10] for details. Comparing the definitions of the items in the
Quine’s formula with the ones introduced in this paper, we see: (a) the sign of the double points
is the opposite of that defined by Quine; (b) when the contour is endowed with its canonical
orientation, each cusp is negative. Thus,

7(yi) = 2n(vi) + 2N, — 2N;" — ¢,

where ¢; denotes the number of cusps of ;. n(7y;) = +1 if and only if +; is negative.

() =207 —2iT + 2N —2NT —¢(f).
i=1
Each f(0;) is a closed curve with no cusp: 7(f(9;)) = 2r;. Hence, by applying the formula of
Levine to f, we obtain

k
(3.2) X(My) =207 = 2" 42N~ —2N* — () + Y7y
j=1
Then, the result follows immediately. 0

Corollary 3.6. Let f: ¥,1 — R? be an admissible stable map of rotation number r. Then, the
number of cusps of f and the rotation number r never have the same parity.

Lemma 3.7. Let f: ¥,1 — R? be an admissible stable map. If y(f) has a node, then it has at
least one negative node.

4. ADMISSIBLE STABLE MAPS M; — R?

In this section, we construct boundary rotation number r € Z stable maps f, 4: ¥41 — R?
(9 >0) and hy4: Ny1 — R? (g > 1) whose singular points sets consist of one component and
whose pairs (¢,n) are in the lists of Theorems 2.3 and 2.5 respectively. Note that constructing
such stable maps is a part of a proof of Theorem 2.3 (or Theorem 2.5).

Note that in Figures, boundary curves are drawn in gray and the image of boundary curves
are also drawn in gray.
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2 D2

b I

FIGURE 2. Modification I: By applying this modification, the rotation number
increase by one.

Cross-cap

4.1. Admissible stable maps X, ; — R2. For a boundary rotation number 7’ admissible stable
map f': £, 1 — R? whose singular points set consists of i’ components and have ¢’ cusps and n’
nodes, by applying modifications I (or II, III) defined by Figure 2 (resp. Figures 3, 4), we obtain
a boundary rotation number r admissible stable map f: 3,1 — R? whose singular points set
consists of ¢ components and has c cusps and n nodes. Note that a C°° map ¥, — R? is locally
defined by the projection R? — R? into the xz-plane composed with a C* map ¢/: D? — R3 of
the 2-dimensional disc. Figures 2, 3 and 4 represent modifications for a C* map ': D? — R3.
Note that the modified maps ¢: D? — R? in Figure 2 and 3, 4 have one cross-cap:

(1) Modification I (Figure 2):
(r,g,i,¢e,m) = (r' +1,9',¢, ¢ +1,n')

(2) Modification II (Figures 3):
(r7g’l"c7n) = (T/ - 179’77:/70/ + ]‘7nl + 1)

(3) Modification III (Figure 4):
(T‘7 g’ i’ C7 n) = (lr, - 27g, + 1’ Z.l7 C/7 n/)

Figure 5 define a rotation number —1 admissible stable map f_10: ¥o1 — R? whose triple
(i,¢,n) is equal to (1,0,0). More precisely, f_1 0 is defined by f_10 = 7y, 0 ¢.
By applying modification I inductively to f_1 9, we obtain an admissible stable map
fro:So1 — R?
whose triple (i,¢,n) is equal to (1,7 + 1,0) for each integer r > —1.
By applying modification II inductively to f_;, we obtain an admissible stable map
fro:So1 — R?
whose triple (i,¢,n) is equal to (1, —r — 1, —r — 1) for each integer r < —1.
4.2. Admissible stable maps ¥;; — R2. For each integer 7’ < 2, by applying modification

III to f,s o, we obtain boundary rotation number r < 0 admissible stable maps f;.; whose triples
(i,c,n) are one of the items below:

. (1,74 3,0) if —2<r <0,
(i,¢,n) = .
(1,—r—=3,—r—=3) ifr<-3.
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D
lb, lb Cross-cap

5

More prec1sely

Gy

F1cURE 3. Modification II: By applying this modification, the rotation number
decrease by one.

D? Y1

I L

—

FIGURE 4. Modification III: By applying this modification, the rotation number
decrease by two and the genus of the source surface increase by one.

FIGURE 5. Admissible stable map D? — R? of rotation number —1.

Let us construct stable maps f,1 (r > 1). Figures 6 and 7 show degree one stable maps
fi, fh: £1 — S? obtained by Kamenosono and the author [7]. Note that the contours of these
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Attach a handle horizontally

FIGURE 6. A degree one stable map fi: X, — S% f{ is obtained by the fol-
lowing manner: (1) Define S? = {(z,y,2) € R® | 22 + y? + 22 = r?} and put
M = Sf/Q US? U SZ. Define t1: M — S? by = + z/|z|.  (2) By attaching
two handles vertically between 5'12 /2 and S%, ,5’12 /2 and S3, we obtain a degree
one stable map t}: S? — S? whose triple is equal to (2,0,0). (3) By at-
taching a handle horizontally as the Figure, we obtain a degree one stable map
fi: By — 5% whose triple (i,,c,n) is equal to (1,0,4).

maps are minimal contours. Stable maps fi, f5: X1 — S? induce rotation number one admissible
stable maps f],, ff 1311 — R? whose contours are as depicted in right-hand side of Figures 8
and 9 respectively. By applying modification I inductively to fll,1 and f12,1a we obtain rotation
number r > 1 admissible stable maps fl;, f2;: 311 — R? whose triples (i,c,n) are equal to
(1,7 —1,4), (1,7 + 3,0) respectively.

4.3. Admissible stable maps Y21 — R?. For each v/ < 0 (or v = 1,2,3), by applying
modification IIT to f,v 1 (resp. fj,’l, f,,l), we obtain boundary rotation number r < —2 (resp.

r = —1,0,1) admissible stable maps f, 2 (resp. fng, f&,g, f11727 f31,2, fag, f122) whose triples
(i,¢,n) are one of the items below:

(Lr+1,4) or (r+5,0) if —-1<r<1,
(t,e,n) = ¢ (1,7 +5,0) if —4<r<-=2
(1,—r = 5,—r —15) if r < —5.
Let us construct rotation number r > 2 admissible stable maps Y31 — R2.

Proposition 4.1. For each g > 2, there are rotation numbers 2g — 2 and 2g — 1 admissible
stable maps fog—2.4 and fag—1,4: Xg1 — R? whose triples (i,c,n) are equal to (1,1,2g 4+ 1) and
(1,0,2g + 2) respectively.
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FIGURE 7. A degree one stable map f5: ¥, — S%: f is obtained by attaching
a handle horizontally to the source sphere of the identity map on S2.

Y Y11

f fia

FIGURE 8. Admissible stable map f1171: Y11 — R2

Proof. Figures 10 and 11 define boundary rotation number two and three admissible stable maps
f22and f32: Y1 — R? whose triples (i, ¢, n) are equal to (1,1,5) and (1,0, 6) respectively. More
precisely, to define fo 2 (or f32), we decompose ¥ 1 into three pieces. Then, define inclusions
of each pieces into R? as depicted in Figure 10 (resp. Figure 11). Note that ¥, is restored
by attaching the three pieces along bold curves and dotted lines which are labeled in Figure 10
(resp. Figure 11). An admissible stable map fa o (resp. fs2) is defined by the projection my,
composed with the inclusion.

We can construct such admissible stable maps foq_2 4 and fag_1,4 as well as the cases f2 o
and f372. O

By applying modification I inductively to fs2, we obtain a rotation number r admissible
stable map f.2: $21 — R? whose triple (i,c,n) is equal to (1,7 — 3, 6) for each r > 3.
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b 21,1

P fi

/RNG)

FIGURE 9. Admissible stable map f12,1: 11— R?

FIGURE 10. Admissible stable map 57 — R?.

4.4. Admissible stable maps X, ; — R? (g > 3). Let us consider the case g = 3. In this case,
we already have admissible stable maps f4 3 and f5 3 whose triples (4, ¢, n) are equal to (1,1,7)
and (1,0, 8) respectively by Proposition 4.1.

By applying modification III to f,/ 2 where 2 < 7/ < 5 or v/ < —2 (or 7},72, 7?,72 where
—1 < ¢’ < 1), we obtain boundary rotation number 0 < r < 3 or r < —4 (resp. —3 < r < —1)
admissible stable maps f 3 (resp. f}73, ff,?,) whose triples (i,¢,n) are one of the items below:

(1, ,6) if 1 <r<3,
(1,1 5) if 7 = 0,
(i,e,n) =9 (L,r+3,4) or (r+7,0) if =3<r<-—1,
(1,7 +7,0) if —6<r < —4,
(L,—r="7,—r=7) if r < -—7.

Then, by applying modification I inductively to f5 3, we obtain a boundary rotation number r
admissible stable map f,.3: X3 1 — R? whose triple (i, c,n) is equal to (1,7 —5,8) for each r > 5.
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FIGURE 11. Admissible stable map g7 — R2.

D? D?

F1cURE 12. Modification IV: By applying this modification, the rotation num-
ber increases by two.

Similarly, for each g > 4 and r < 2¢g — 3, we construct f,, where 5 —2g < r < 2g — 3 or
r <2—2g (or f,},g, 379 where 3 —2g < r < 5 — 2g) by applying modification III to fr42,4 -1
(resp. fﬁ,+2,g,717 f,+27g,71 where 5 — 2¢' < v’ < 7 —2¢’). Then, by applying modification I
inductively to foq—1,4, we obtain an admissible stable map f, 4 for each r > 2g — 1. Note that
we already have fo,_2 4 in Proposition 4.1.

4.5. Admissible stable maps N,; — R?. By applying modification IV (or V, VI) defined
by Figure 12 (resp. Figures 13, 14) for a boundary rotation number r’ admissible stable map
h: Ny 1 — R? whose singular points set consists of ' components and has ¢’ cusps and n’ nodes,
we obtain a boundary rotation number r admissible stable map h: Ny 1 — R? whose singular
points set consists of ¢ components and has ¢ cusps and n nodes:
(4) Modification IV
(r,g,i,¢e,m) = (r' +2,9',¢,¢,n +1)

(5) Modification V
(r,g,i,¢e,m) = (r' —2,9',¢',¢,n +1)
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D? D?

| — l

w AN w0y

FiGure 13. Modification V: By applying this modification, the rotation number
increases by two.

D? D?

l —

w N ow

FiGURE 14. Modification VI: By applying this modification, the rotation num-
ber decreases by one.

l Cross-cap

<«

(6) Modification VI
(r,g,i,¢,m) = (r' — 1,9 +1,i',c,n’)
Note that the modified map ¢': D? — R3 have one cross-cap.

Furthermore, by applying modification III to a boundary rotation number 7’ admissible stable
map h': Ny 1 — R?, we obtain a boundary rotation number 7’ — 2 admissible stable map
h': Ng/+271 — RQ.

Figure 15 defines C* maps t;: N13 — R3 (i = —2,—1,2 and 3). Then, the projection 7,
composed with ¢t_o, t_1, to and ¢3 define boundary rotation number —2, —1, 2 and 3 admissible
stable maps h_s1, h_11, ha1 and hg1: N1 1 — R? whose triples (i,c,n) are equal to (1,0,0),
(1,1,0), (1,0,0) and (1,1,0) respectively.

By applying modification IV to h_s; and h_;,;, we obtain boundary rotation number zero
and one admissible stable maps ho1 and hy1: N3 — R? whose triples (i,c,n) are equal to
(1,0,1) and (1,1, 1) respectively.

By applying modification IV inductively to hs; and hs;, we obtain a boundary rotation
number r > 2 admissible stable map h,.1: N1 1 — R? whose triple (i, ¢,n) is equal to (1,0, (r —
2)/2) if r > 2 is even, (1,1, (r — 3)/2) otherwise.

Similarly, by applying modification V inductively to h_s; and h_; 1, we obtain a boundary
rotation number r < —1 admissible stable map h,.1: N1 — R? whose triple (i, ¢, n) is equal to
(1,0,(—=r —2)/2) if r < —11is even, (1,1, (—r — 1)/2) otherwise.

Thus, we see that for each triple (¢,¢,n) in the list of Theorem 2.5 (g = 1), there exists an
admissible stable map N7 ; — R? whose triple (4, ¢, n) is the triple.

Then, by applying modification III inductively to h,r1: N1 1 — R?, we obtain a boundary
rotation number r admissible stable map h,. ,: Ny 1 — R? whose triples (i, ¢, n) are in the list of
Theorem 2.5 for each odd number g > 1 and each r € Z. Furthermore, by applying modification
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Nia

FIGURE 15. Admissible stable maps N1 1 — R? of rotation numbers —2, —1,2
and 3, respectively

VI inductively to h,s g : Ny 1 — R? with odd ¢’ > 1, we obtain h,,: Ny — R? whose triples
(i,¢,m) are in the list of Theorem 2.5 for each even g > 2 and r € Z.

Thus, we see that for each (i,¢,n) in the list of Theorem 2.5, there is a boundary rotation
number r admissible stable map h: N, ; — R? whose triple (i,c,n) is equal to the triple.

5. PROOF OF MINIMUM OF ¢+ n IN THEOREM 2.3

Let g € Z>o and r € Z. To prove Theorem 2.3 we need the following Lemmas.

Lemma 5.1 (M. Yamamoto [14]). Let f: X, 1 — R? be a rotation number r admissible stable
map whose singular points set consists of one component. Then, c(f) > |r+1|—2g and c(f) £ r
mod 2.

Lemma 5.2. Let f: $,1 — R? be a rotation number r admissible stable map whose singular
points set consists of one component.

(1) If f has no cusps, then r =29 —1 mod 4.
(2) Ifr=2g+1 mod 4, then ¥(f) has at least two cusps.

Proof. (1) For such stable map f: X,; — R? ¥, is decomposed into three pieces as
2971 = Eg—t,l [N N(S(f)) L Zt,g, 0 S t S g,

where N(S(f)) denote a tubular neighborhood of S(f). Note that fi;= f|s,_,, and f2 := f|z,,
are immersions. Then, by applying a result of Heafliger:

For an immersed surface M, C R?, the Euler-Poincare characteristic
X(My,) is equal to the normal degree of OMj,.

If W(f1) = k, then we have x(¥,_;1) = k and x(X;2) = k+r. This shows that 2g = 14+ 4t¢.
(2) Put r = 2g + 1 + 4k. Then, formula (3.1) implies the conclusion. O

Let us divide a proof into two cases g =0 and g > 1.
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5.1. g = 0. Lemma 5.1 shows that the contour v(f, o) is an admissible minimal contour for each
r > 0.

Let us consider the case 7 < —1. Let f: ¥g; — R? be an admissible stable map of rotation
number r whose singular points set consists of one component. Then, Lemma 5.1 implies that
¢(f) = —(r+1). In this case, (3.1) and Lemma 3.2 show that

r—|—1_

5 (N*—N‘)—i—@.

2

Then, we have

1 1
rEl NN+ s oy o TEL
2 2 2
This implies that (r +1) > (Nt — N7). Note that (r + 1) is negative. Thus, we have
N~= > —(r+1). Then,

co(f) r+1

c(f) +nlf) = =5~ +

Thus, for such admissible stable maps, we have ¢(f) + n(f) > —2(r + 1). This shows that the
contour ¥(fr0) (r < —1) is an admissible minimal contour.

+2N™ > =2(r+1).

5.2. g > 1. At first, let us consider the case r > 2g — 1. Let f: ¥,1 — R? be an admissible
stable map of rotation number r whose singular points set consists of one component. Then the
formula (3.1) and Lemma 3.2 show that

r+1 c(f)
2 2

If v(f) has no node, then ¢(f) = 2g+r+1. If y(f) hsa a node, then Lemma 3.7 and Lemma 5.1
yeild that

(5.1) g+ (Nt —N7) +

c(f) +n(f) > C(éf) +g+%+2N* > 7+ 3.

This shows that the contour v(f,4) (r > 2g — 1) is an admissible minimal contour.

The case —2¢g < r < 2g is also proved by using Lemmas 5.1, 5.2 and the similarly argument
as the above case.

Then, let us consider the case r < —2g — 1. Let f: X1 — R? be a rotation number r
admissible stable map whose singular points set consists of one component. The formula (5.1)
and Lemma 5.1 imply

r+1
2

—-r—1-2g

>(Nt-N7)+ 5

g+

Thus, we have
294+r+1>(Nt—N").
Note that 2g 4+ r + 1 is negative. Thus, N~ > —(2g + r + 1). Then,

c(f) r+1

c(f)+n(f)= =2 +g+—— +2N" > 2(r+29+1).

Therefore, the contour v(fr4) (r < —2g — 1) is admissible minimal contour.
It completes the proof of Theorem 2.3.
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6. PROOF OF MINIMUM OF ¢+ n IN THEOREM 2.5

Let g € Z>1 and r € Z. Proposition 3.5 yeilds the following lemma.

Lemma 6.1. Let h: N, 1 — R? be a boundary rotation number r admissible stable map whose
singular points set consists of one component. Then, the numbers g +r and c(h) never have the
same parity. In particular, if g+ r is an even number, then h has at least one cusp.

Proof. Let h: Ng1 — R be a such stable map. Then, formula (3.1) induces the following modulo
two equation

g=c(h)—(r+1).

It implies the conclusion. [l

We divide a proof into two cases g =1 and g > 2.

6.1. g =1. Lemma 6.1 shows that the contours vy(h,.1) (r = —2, —1,2, 3) are admissible minimal
contours.

At first, let us consider the case r > 4. Let h: Ny ; — R? be a boundary rotation number r
admissible stable map whose singular points set consists of one component.

(i1) it = 1. Then, the formula (3.1) implies 2(N* — N7) + ¢(h) = r — 2. If /(h) has no
nodes, then ¢(h) = r — 2. If 4(h) has a node, then

r—2+4c(h) LON- > r—2+c(h).
2 2
This yeilds that if » > 4 is odd (or even), then

c(h) +n(h) > (r—1)/2

c(h) + n(h) =

(resp. c¢(h) +n(h) > (r —2)/2).

(i2) i~ = 1. Then, the formula (3.1) implies 2(N* — N7) + ¢(h) = r + 2. If 7(h) has no
nodes, then c¢(h) = r + 2. If v(h) has a node, then
r+c(h)+2
This yields that if » > 4 is odd (or even), then

c(h) +n(h) > (r+3)/2

c(h) + n(h) =

(resp. c¢(h) +n(h) > (r+2)/2).

(i1) and (i2) show that if » > 4 is odd (or even), then c(h) + n(h) > (r — 1)/2 (resp.
c(h)+n(h) > (r—2)/2). This implies that the contour y(h,1) (r > 4) is an admissible minimal
contour.

Then, let us consider the case r < —3. Let h: Ny ;1 — R? be a boundary rotation number 7
admissible stable map whose singular points set consists of one component.

(i1) ¥ = 1. Then, the formula (3.1) induces 2(N*T — N~) = r — ¢(h) — 2. Note that
r —c(h) —2 < 0. Thus, we have N~ > —(r — ¢(h) — 2)/2. Then,

r+c(h)—2+2N_ S 30(h)—r+2.

c(h) + n(h) = . > .
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Lemma 6.1 yields that if » < —3 is odd (or even), then c¢(h) + n(h) > (—r + 5)/2 (resp.

c(h) +n(h) > (=r+2)/2).
(i2) i~ = 1. Then, the formula (3.1) induces 2(N*T — N~) = r — ¢(h) + 2. If v(h) has no
nodes, then c(h) = r + 2. If y(h) has a node, then (NT — N~) = (r —c(h) +2)/2 < 0. Thus, we

have N~ > —(r — ¢(h) + 2)/2. Then,

—c(h)+2 3c(h) —r—2
c(h) +n(h) = % LONT > C()fr
Lemma 6.1 shows that if » < —3 be odd (or even), then c(h) + n(h) > (—r + 1)/2 (resp.

(—r —2)/2).
(i1) and (i2) show that v(h,1) (r < —3) is an admissible minimal contour.
Formula (3.1) implies the following.

Lemma 6.2. Let h: Ni1 — R? be a boundary rotation number 0 admissible stable map whose
singular points set consists of one component. Then, c(h) +n(h) > 1.

Therefore, vy(ho,1) is an admissible minimal contour.
We can show that y(hq,1) is minimal as the above case.
Thus, we complete the proof of the Theorem 2.5 for g = 1.

6.2. ¢ > 2. Lemma 6.1 shows that the contours y(h_g4 4) and y(h_4_1,4) are admissible minimal
contours.

At first, let us consider 7 > —g + 1. Let h: Ny — R? be a boundary rotation number 7
admissible stable map whose singular points set consists of one component.

(i1) it = 1. Then, formula (3.1) shows that 2(NT — N7) + ¢ = g+ r — 3. If y(h) has no
nodes, then ¢(h) = g +r — 3. If y(h) has a node, then

g+r—26(h)—3+2N_Zg+r+26(h)—3-

Lemma 6.1 shows that if g + r is even (or odd), then c(h) + n(h) > (g +r — 2)/2 (resp.
c(h) +n(h) = (g+7—3)/2).

(i2) i~ = 1. Then, formula (3.1) shows that 2(NT — N~) + ¢(h) = g +r + 1. If y(h) has no
nodes, then ¢(h) = g +r+ 1. If y(h) has a node, then

c(h) +n(h) = c(h) +

g-l—r—c(h)—l—l+2N_>g+r+c(h)+1
2 - 2 '

Lemma 6.1 shows that if g 4+ r is even (or odd), then c(h) + n(h) > (g + r + 2)/2 (resp.
c(h) +n(h) > (g+7r+1)/2).

(i1) and (i2) implies that the conturs v(h, 4) (r > —g+1) are an admissible minimal contours.

Then, let r < —g — 2. Let h: Ny 1 — R? be a boundary rotation number r admissible stable
map whose singular points set consists of one component.

(i1) +* = 1. Formula (3.1) shows that 2(NT — N7) = g+ r — ¢(h) — 3 < 0. Thus, we have
N~ > —(g+7—c(h) —3)/2, Then,

c(h) +n(h) = c(h) +

g+r—c(h)—3 —g—r+c(h)+3

2

c(h) +n(h) =c(h) + +2N™ >

Lemma 6.1 shows that if g + r is even (or odd), then c(h) + n(h) > (—g —r + 4)/2 (resp.
c(h) +n(h) = (=g —r+3)/2).
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(i2) i~ = 1. Formula (3.1) shows that 2(N* — N7) = g +r — ¢(h) + 1 < 0. Thus, we have
N=>—(g+r—c(h)+1)/2, Then,

— 1
g+r—c(h)+ LoN- >
2 2
Lemma 6.1 shows that g + r is even (or odd), then

ch)+n(h)>(—g—r+2)/2

(xesp. () +n(h) > (—g — r — 1)/2)
(i1) and (i2) implies that y(h,4) (r > —g — 2) is an admissible minimal contour.
It completes the proof of Theorem 2.5.

c(h) +n(h) =c(h) +

7. PROBLEM

Let M be a compact connected surface with boundary and P a surface without boundary. A
C*> map f: M — P is called a fold map if f has only fold points as its singularities.

Let f: M — R? be a boundary rotation number r admissible stable fold map. Then, call the
contour y(f) an F-(i,n)-minimal contour of boundary rotation number r maps M — R? if the
pair (i(f),n(f)) is the smallest among rotation number r admissible stable fold maps M — R?
with respect to the lexicographic order.

Problem 7.1. Let M = X, or Ny;. Study an F-(4,n)-minimal contour of boundary rotation
number r maps M — R2.
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A QUICK TRIP THROUGH FIBRATION STRUCTURES

A. A. DO ESPIRITO SANTO, D. DREIBELBIS, M. F. RIBEIRO,
AND R. N. ARAUJO DOS SANTOS

ABSTRACT. In this article we review the classical results about the existence of fibered struc-
tures for real and complex singularities in the local setting, commonly known in the literature
as Milnor’s fibration structures. After reviewing the classical studies, we describe some gen-
eralizations in two main directions, namely, the existence of open book structures on semi-
algebraic manifolds, and the existence of the Milnor fibration in a stratified sense.

1. INTRODUCTION

The existence of a fibration near an isolated singularity is fundamental to the understanding
of the local structure of the pair space-function.

In the famous Princeton notes of 1968 [Mi], J. Milnor established the foundations for study-
ing fibration structures for germs of complex analytic functions f : (C"*1,0) — (C,0) with
dim Sing f > 0. In this setting, it was shown that given a representative f : U ¢ C"*! — C
with U an open set in C"*1, f(0) = 0, there exists a small enough real number £y > 0 such that
for any 0 < ¢ < ¢,

(1) ¢ = Isz D2\ K, — St
is a locally trivial smooth fibration, where K. = f~! (0)NS2"*1 is called the link of the singularity
at the origin.

In chapters 5, 6 and 7 of [Mi], Milnor gave differentiable and topological descriptions of the
link and the fibers Fp = ¢~} (eie) , where ¢ € S', showing that independent of the dimension
of the singular locus, the fiber is a (2n)-dimensional smooth parallelizable manifold with the
homotopy type of a k-dimensional CW-complex, with k < n.

In addition, whenever Sing f = {0}, Milnor associated to the singular point of f a multiplicity
denoted by p(f), later named by several authors as the Milnor number of the singularity, given
by the topological degree of the map

vf

T S o s,

In this case it was also shown that the fiber Fy has the same homotopy type of a bouquet of
n-dimensional spheres \/f:({) ST, with p(f) spheres in the bouquet.

In 1976, Lé Dung Trang in his article [Le| proved the existence of a general fibration structure
on a complex analytic set, as follows.

Let X be an analytic set in an open neighborhood U of the origin 0 € C"*!. Let

f:(X,0) = (C,0) be a germ of a holomorphic function.
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Theorem 1.1. [Le, Milnor-Lé Fibration| For any small enough & > 0, there existsn, 0 < n < ¢,
such that

(2) fie B2 X 0 f7H(Dy \ {0}) = Dy \ {0}
s a locally trivial topological fibration.

An important point to notice here is that this topological fibration structure becomes a smooth
fibration if X \ V} is a non-singular analytic set in C"** (see details in [Ham, Le]).
As a particular case of the previous theorem, one can state:

Corollary 1.2. [Le, Existence of Milnor-Lé (tube) fibration] Let f : (C"**,0) — (C,0) be a
holomorphic function germ. Then there exists small enough € > 0, such that for any 0 < § < ¢,
the map

—2n+2 _
(3) fis B0 fH(Ds \ {0}) — Ds \ {0}
is the projection of a locally trivial smooth fibration. In addition, for any small enough €, there
exists n, 0 < n <K ¢, such that

(4) fe B2 fmh(S)) = S,

is the projection of a locally trivial smooth fibration. Moreover, the fibrations (1) and (4) are
equivalent' .

Milnor also explained how to extend the study to a real analytic map germ
G:(R™,0) = (R”,0), m>p=>2,

with isolated singular point at the origin, i.e., Sing G = {0} as a germ of a set. In this case he
observed that, for any small enough € > 0, there exists a projection map

SrINK. - 77

that is a smooth locally trivial fibration, induced by G, but which in general fails to be the
canonical map G/|G| like (1) (see section 2.2). However, one gets that G always induces a
trivial fibration structure over a neighborhood of the link K., and consequently an open book
structure (or NS—pair) on ST~ for some extension of the projection G/|G| (see Section 3).

More recently in [ACT1, AT1, AT?2], the authors have defined and proved the existence of
singular higher open book structures on spheres of small enough radius, which extends the real
and complex fibrations results previously proved by Milnor.

In another direction, the authors in [DACA] have shown how it is possible to extend these
results to the class of semi-algebraic maps, in such a way that it is possible to derive, as
a particular case, the existence of fibration structures mentioned above. More precisely, let
G:R™ — RP, m > p > 2, be a C? semi-algebraic map and W < R" an embedded com-
pact and connected semi-algebraic manifold. The authors adapted some conditions used in
[ACT1, ACT2, AT1, AT2, Ma] to ensure that the restriction map

— G
G=—m:W\Vg— SP!
Gl
with Vg := G~1(0), gives a higher open book structure on W and consequently a locally trivial
smooth fibration. In this case, the link of the structure is Vi (G) = W N V.

I Two locally trivial smooth fibrations p : E — B and p’ : B/ — B are said to be equivalent if there is a smooth
diffeomorphism h : E — E’ such that p’ o h = p.
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In the past few years the study of the existence of fibration structures in the real setting has
concentrated on real maps with isolated singularities and on classes of singular maps with the
property Sing G C Vi, which in this work will be denoted by Disc G = {0} (cf [ACT1, AT1,
AT2, C, CSS3, DA, Ma, Mi, PT, RSV]).

The complementary case, when Disc G is larger than {0}, has been studied, for instance, by
Hamm in [Ham|. Hamm studied the case where the germs of holomorphic maps

G : (C™*P,0) — (CP,0)

are also an ICIS - Isolated Complete Intersection Singularity . This means the map defines a
local complete intersection germ Vi such that Vi has an isolated singularity at the origin, i.e.,
the ICIS condition amounts to the condition Sing G N Vi = {0}. Hamm proved the following
result.

Theorem 1.3. Let G := (Gy,...,Gp) : (C"*P,0) — (CP,0), p > 1, be an ICIS at 0. Then,
(5) G|: B2(+P) 0 G_l(Bflp \ Disc G) — B,le \ Disc G
is a locally trivial smooth fibration.

This fibration was also called the Milnor fibration and it generalizes the previous isolated
singular case for holomorphic functions. The discriminant set Disc G is a complex hypersurface
of CP. Hence, it does not disconnect the complement B%p \ Disc G and the topological type
of the fibers of (5) does not change. Moreover, the fiber F' is a real 2n-dimensional smooth
manifold with the homotopy type of a bouquet of n-dimensional spheres \/_, S, where now
w = rank H,,(F,Z), the rank of the homology in the middle dimension of the fiber with integer
coefficients.

For a real analytic map germ G : (R™,0) — (R, 0) with positive dimensional discriminant set,
i.e. dim Disc G > 0, the existence of fibration structures was pointed out theoretically in [ACT1,
Theorem 1.3] and [MS], but no concrete families of examples have been studied. In [CGS], the
authors presented a Milnor-Lé type result over the complement of the image G(Sing ), under
assumptions of Thom regularity.

In [ART1] the authors have considered this general situation and have introduced two local
fibrations structures. The first one was over the complement of the discriminant, which was
called a Milnor-Hamm tube fibration. The second was a general notion of stratified tube fibration
by considering in addition all singular fibers over the stratified discriminant. In the latter case,
the tube fibration, which was called a singular Milnor tube fibration, is actually a collection of
finitely many fibrations over path-connected subanalytic sets.

In [ART?2], the authors considered again the setting dimDiscG > 0 and introduced the
Milnor-Hamm sphere fibration. They gave natural sufficient conditions for which this fibration
exists, and they presented several classes of maps which satisfies these conditions. Moreover,

they have shown that the Milnor-Hamm tube and Milnor-Hamm sphere fibrations are extensions
of the previous ones treated in [ACT1, AT1, AT2, CGS, CSS2, Ma, Mi].

In this work we present a brief survey about the results described above, as well as some
comparisons between the main results found in the literature. This paper complements the nice
survey paper [S2], recently published.

20ne of the richest sources of information on ICIS is Looijenga’s classical book [Lo2]. See also the reedited
version [Lo3].
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2. 0-DIMENSIONAL DISCRIMINANT SET

In this section we consider the fibration on the so-called Milnor’s tube, and the fibration on a
sphere of radius small enough for the case where the classical discriminant set is 0-dimensional.
Classically, this case was studied in two approaches: isolated critical point and isolated critical
value.

2.1. Isolated critical point: tube fibration. Given a representative of G : (R™,0) — (R?,0),
m > p > 2, in the first part of the proof of [Mi, Theorem 11.2], Milnor proved that if G has
an isolated critical point at the origin 0 € R™, then for any small enough £ > 0, there exists 7,
0 < n < g, such that the restriction map

(6) G :B.'nG7H(Spt) — st
is the projection of a locally trivial smooth fibration. More precisely, Milnor proved the following

result:

Theorem 2.1. [Mi] Let G : (R™,0) — (R?,0) be a real analytic map germ such that Sing G = {0}
as a germ of an analytic set at the origin. Then there exists €9 > 0 such that, for each e,
0 < e < eq, there exists m, 0 < n K €, such that (6) is a smooth fiber bundle.

Geometrically, a standard picture for the total space B. N G1(Sp~1) is as in the Figure 1

below®. The boundary manifold B. N G~1(S2~1) looks like a “tube” surrounding the special
fiber V. For this reason several authors called this space “the Milnor tube”.

FIGURE 1. G(z,y,2) = (z,y(2? + y* + 2?)) Milnor tube and Milnor sphere fibrations.

REMARK 2.2. It is not hard to see that the structure of the fibration (6) does not change up to
isotopy for any £ > 0 and 1 > 0 small enough. Consequently, we will denote the Milnor tube as
Mg.

2.2. Sphere fibration: Milnor’s example. Concerning the sphere fibration in this real set-
ting, Milnor guaranteed the existence of a diffeomorphism between the Milnor tube Mg and
the complement S™~!\ int(7") of an open tubular neighborhood int(7") of the link K, in ST~
where T := {x € S |[|G(x)| < n}. This diffeomorphism is the identity on the boundary of

3In the case the link K. = Ve N S is not empty for any small enough e.
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the tube, which allows one to extend it to an open book structure (see Section 3). This dif-
feomorphism and the locally trivial smooth fibration (6) guaranteed by Theorem 2.1, can be
composed to get a map

C:S™ I\ int(T) — S’f’]_l
which is a fibration, as stated in the following result:

Theorem 2.3. |[Mi, Theorem 11.2, p. 97| Let G : (R™,0) — (RP,0), m > p > 2, be a real
analytic map germ such that Sing G = {0} as a germ of an analytic set at the origin. Then there
exists €9 > 0 such that, for each ¢, 0 < e < gq, there exists n, 0 < n K €, such that

(7) ¢8I\ int(T) — SP~t
is a smooth fiber bundle.

Moreover, Milnor showed that each fiber F, of the fibration ¢ is a smooth compact (m — p)-
dimensional manifold bounded by a copy of K.. If the link K. is not empty for any small
enough ¢ > 0, it is a (m — p — 1)-dimensional closed smooth submanifold of the sphere and
the fiber is (p — 2)-connected. On the other hand, if the link K. is empty, then the manifold
B.'nG~1(SP71) is diffeomorphic to the sphere S™~L. Moreover, when m > p the fibration (7)
given in Theorem 2.3 becomes a Hopf fibration* G| : S*'=1 — S with t = 2,4,8.

Next, Milnor presented the following remark without a proof [Mi, remark on p.99]:

“with a little more effort one can prove that the entire complement S™ '\ K. also fibers on

Sp=1in,
n

In order to make this more precise, in [AT1, AT2] and [ACT1], the authors gave a complete
proof for this remark.

Milnor also noted that in general the map projection of the fibration (7) fails to be the
canonical map G/|G||, like it is for the above cited case of holomorphic function germs. In
particular, in [Mi, p. 99], Milnor considered the mapping G := (G1,G2) : (R?,0) — (R2,0)
given by G(z,y) = (z, 2% + y(z? + y?)) which satisfies Sing G = Vi = {0} and consequently has
an isolated singular point at the origin. Theorem 2.3 gives the existence of the fibration in the
sphere. However, the map G/||G|| cannot be the projection of a locally trivial smooth fibration
on S, because it is not a submersion for & small enough.

In fact, considering v := (z,y) and the matrix

A(v) = ( G1(V)VGa(v) — G2(v)VGi(v) >

v
one can see that there exists a curve C' (see Figure 2) of tangency points between the fibers of
the map

G/||G| : B2\ Vg — S*
and the small spheres °. The curve C contains the origin in its closure, hence the intersection
C N S} provides the critical locus of the map G/||G| : S — S for any small enough € > 0.

As we will see in more details in the next section, the curve C represents the set of p-nonregular
points of G/||G|| (see Lemma 2.10 and Remark 2.11). Consequently (c.f. Definition 2.9), the
map G/||G|| is not p-regular and this is precisely the reason why the map G/||G]| fails to be the
projection of a locally trivial smooth fibration.

41t is well known that this case is only possible for the pairs of dimensions (m,p) € {(4,3),(8,5),(16,9)},
according to [CL, Lemma 1, p. 151], and G : A x A — A x R is given by G(z,y) = (227, |y|? — |z|?), where A
denotes the complex numbers, the quaternions, or the Cayley numbers.

51t is also known as the polar curve.
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FIGURE 2. Curve of tangencies between the fibers of G/||G|| and spheres cen-
tered at the origin, for G(z,y) = (z,2% + y(z? + y?))

REMARK 2.4. The phenomenon described above in the Milnor example can be reproduced in
higher dimensions using the isolated singularity map G : (R™*2,0) — (R2,0) given by

G(z,y,21,. -y 2m) = (ac,x2+y(x2+y2+zf+~~+z,2n)).

2.3. Non-isolated singular case: tube fibration. Both fibrations, the Milnor tube fibration
and the sphere fibration, in the real case were extended later for non-isolated singular map germs
under the assumption that the discriminant set is O-dimensional . In order to state properly these
results we need to provide new definitions and notations.

Let us consider U C R™ an open subset such that 0 € U and let p : U — R>( be a non-negative
proper function which defines the origin.

Definition 2.5. Let G : (R™,0) — (RP,0) be an analytic map germ. We denote by
My(G) = {z € U | p i, G}
the set of p-nonregular points of G, sometimes also called the Milnor set of G.

The transversality of the fibers of a map G to the levels of p is called p-regularity and we will
see below that it is a condition for the existence of a locally trivial smooth fibration. It was used
in the local (stratified) setting by Thom, Milnor, Mather, Looijenga, Bekka, e.g. [Be, Lol, Mi,
Thl, Th2] and more recently in [ACT1, AT1, AT2]|, and [CSS1, CSS3] under a different name
d-regularity, as well as at infinity in the references [ACT2, DRT, NZ, Til, Ti2|.

It follows from Definition 2.5 that the Milnor set M,(G) is the set of points z € U such
that the vectors {Vp(z), VGi(z),...,VGy(x)} are linearly dependent over R, i.e., M,(G) is the
singular locus Sing (G, p) of the pair of map (G, p) : U — R? x R. Hence, the singular set Sing G
is included in M, (G).

For the sake of simplicity, in what follows p is the square of the Euclidean distance function
p(x) = ||z||?, and we write M(G) := M,(G) for short. However, all results carry out easily over
any other function p as considered above.

Consider the following condition:

(8) M(G)\ Ve NVe € {0}

where the closure of the set M(G) \ Vi is thought as a germ of a set at the origin. See Figure 3
for an example.

Condition (8) was used in [ACT1, AT1, AT2], where it was shown that it insures the existence
of the Milnor tube fibration. More recently, this condition was adapted by the authors in [ART1]
and used in a stratified sense to ensure the existence of a singular Milnor tube fibration (see
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FIGURE 3. From Example 2.8, M(G) is the cone and the plane, while V¢ is the
plane and the line. Hence G satisfies Condition (8).

Section 5.1 below). Note that this condition is equivalent to saying that for all small enough
e>0and 0 < n < ¢, the map:

G : 8"t nG (B, \ {0}) — B, \ {0}

is a locally trivial smooth fibration.

In [Ma] D. Massey considered Condition (8) but with different notation and called it the
Milnor condition (b). Massey used the condition to prove the existence of the Milnor tube
fibration in the local setting, as in Theorem 2.6 below. Here we shall use the same notation of

[ACT1] and [ART1].

Theorem 2.6. [Ma, Existence of the (full) Milnor’s tube fibration| Let G : U — RP be as above
and assume that it has isolated critical value at origin, i.e. Disc G = {0}, and satisfies Condition
(8). Then there exists g > 0 such that, for each e, 0 < & < gq, there exists n, 0 < n < €, such
that

(9) G :B.'nG (B, \{0}) = B, \ {0}
is the projection of a locally trivial smooth fibration.

Corollary 2.7. [Ma, Existence of the tube fibration] Given G with the conditions of Theorem 2.6,
for any small enough € > 0, there exists n, 0 < n <K €, such that

G| : Bl NGH(SEt) — spt
is the projection of a locally trivial smooth fibration.
In this case we also denote Mg = E:l N G’l(Sf;*l) and also call it the Milnor tube.

EXAMPLE 2.8. Let G : (R3,0) — (R?,0) given by G(z,vy,2) = (zy,z2). Consider v := (z,y, 2).
One has that

and

JG(V)[JG(V)V—{”””y2 vz }

Yz x4 22
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where JG(v) and [JG(v)]" denote the Jacobian matrix of G in v and its transpose, respectively.
We know that Sing G = {det (JG(v)[JG(V)]") = 0} thus Sing G = {z = 0}. Since

Vo={z=0u{y=2=0}
one gets that Disc G = {0}. Now to compute the Milnor set M (G) let us consider the matrix

B(v) :=

SIERS NS

z 0
0 =z
y oz
The Milnor set M (G) = {v € R3| det (B(v)) = 0}. Consequently,

M(G) ={z =0} U {2? —y* — 22 =0},

and G satisfies Condition (8). Therefore, by Theorem 2.6, G has a Milnor tube fibration.
In Figure 4 below one can see that the Milnor tube Mg consists of two connected components.
Compare with Figure 1.

FIGURE 4. Milnor tube and Milnor sphere fibrations for G(x,y, z) = (zy, zz).

2.4. Existence of the Sphere fibration. Several authors have worked on the problem of fi-
bration over spheres in the real setting, for isolated and non-isolated singularities, e.g. [AL,
ACT1, AT1, CSS1, CSS3, RA, RSV]. In [ACT1, AT1, AT2| the authors generalized all pre-
vious results as we describe below. In order to explain their main results, define the map
U R™\ Vg — SP~1 through the diagram:

R™ \ Vg —%=RP\ {0}
o b
gr-t

where m is radial projection: m(z) = x/||z||. Given a neighborhood U € R™ of 0, define the
set of p-nonregular points of ¥ as the set

M(W) = {o € U\ Ve | p ffa W}
Definition 2.9. The map germ V¥ is p-regular when M (¥) = (), as a germ of a set at the origin.

The set M (V) was characterized as follows.
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Lemma 2.10. [AT1, AT2, ACTL, S] Let G := (G1,...,G,) : (R™,0) = (RP,0) be an analytic
map germ. Then on the open set {G1(x) # 0}° one has that
Qg(if)

M(V)=<xeU\Vg|rank : <pp,
Qp(x)

Vp(x)
where Q = G1VG — GyVGy, fork=2,...p.

REMARK 2.11. We notice that for any « ¢ Vg, if p h, G then p M, ¥. Hence,
M) c M(G)\ Vg.

Since the p—regularity is a measurement of transversality between the normal spaces of the
fibers of p and ¥, the set M(¥) does not depend on the particular choice of the open set
{G1(x) # 0}. In general, for G;(x) # 0, 1 < i < p, one can find appropriate generators for
the normal space of the fibers X, = ¥~1(y), y = ¥(z), considering the collection of vectors
Qirn(z) = GiVG(x) — GyVGi(x), k = 1,2,3,...,%,...,p, where i means that the index i is
omitted. See [DACA, Lemma 3.3 and Remark 3.4] for more details.

It also follows from [AT1| that the condition M (¥) = () is equivalent to saying that for small
enough & > 0, the projection ¥ : S™~1\ K. — SP~! is a smooth submersion. However, since
the map is not proper (unless the link is empty), it might not be a fibration.

In [ACT1] the authors used Condition (8) to ensure that the map ¥ is a projection of a locally
trivial smooth fibration. In this setting where Disc G = {0} their result can be read as:

Theorem 2.12. [ACT1, Theorem 1.3] Let G : U — RP, m > p > 2 be an analytic map germ
such that codim Vg = p. Suppose G satisfies Condition (8), i.e.,

M (G)\ Vg NVe € {0}
If U is p-regular, then for any e, 0 < € < g, the map projection
(10) TSI\ K, — sPt
is a locally trivial smooth fibration, independent (up to isotopies) of small enough e >0 .
EXAMPLE 2.13 ([Han], p. 35). Let G : (R,0) — (R%,0), G(z,y,2) = (22 + 2, (22 + y?)z). By

hand calculations, one can see that Sing G = Vg = {x = y = 0}, hence Disc G = {0}. Moreover,
by Lemma 2.10, M (V) = () and therefore ¥ is p-regular. Also, M(G) = R?,

M(G)\VanNVg = Vg # {0}

and Condition (8) fails. Therefore we cannot prove that W is a locally trivial fibration. Indeed, the
topological type of the fibers of ¥ changes along S'; sometimes the fiber is a circle, sometimes the
fiber is empty (see Figure 5). This shows that the hypothesis in Theorem 2.12 (or, Theorem 1.3
of [ACT1]) can not be weakened and therefore it is sharp!

EXAMPLE 2.14 (Revising the sphere fibration for holomorphic functions). Let
f:(C*0) — (C,0)

be a germ of a holomorphic function. We see that the hypothesis of Theorem 2.12 are naturally
satisfied if we consider f as a real map germ from R?"*2 to R?. Indeed, it is well known that
any holomorphic function satisfies the L.ojasiewicz inequality

IF I < I VEE),

6Here, this set means {x € U \ Vi | G1(x) # 0}.
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FIGURE 5. W for G(x,y,2) = (2% +y?), (2® +y?)z). Colored points on S have
circles for fibers, while gray points have empty fibers.

where 0 < 8 < 1, ¢ > 0, and for any z in a small open neighborhood of the origin. So the isolated
critical value condition is already satisfied. Moreover, Hamm and Lé in [HL, Theorem 1.2.1 p.
322] have proved that the Lojasiewicz inequality implies that f is Thom regular at V; and hence
f satisfies Condition (8). Finally, by [Mi, Lemma 4.3], one gets that for all £ > 0 small enough,
M(f/IIfl) = 0, as a germ of a set. Therefore, from Theorem 2.12 the Milnor fibration on the
sphere follows.

Let us point out some important facts.

In the paper [S1] published in 1997, the author used the method known as Pencil to construct
examples of real analytic map germs with isolated singular point at the origin, which induces the
so-called “Open book decomposition on the sphere” (see Definition 3.3), and hence the Milnor
fibration on the sphere. Such construction was also used by the authors in [RSV]. In the paper
[RA] published in 2005, the authors used this technique and tools from Stratification theory
to ensure the existence of the Milnor fibration for real map germs G : (R™,0) — (R?,0) with
m > 2. Inspired by [RA], in the paper [AT1] on arXiv (2008) and in the paper [AT2] published
in 2010, the authors used the technique of blow-up to provide a generalization of the method for
map germs G : (R™,0) — (RP,0) with m > p > 2, and with that, they were able to prove two
results which were generalized later in [ACT1].

In order to produce a new class of purely real examples, the authors in [ACT1] used the
theory of mixed functions (see [Okal, Oka2, Oka3| and Chapter 3 of [Ri] for definitions and
properties), and proved Theorem 2.16 below. Before stating the theorem, let us consider the
following definition.

Definition 2.15. [CT, CT1, CSS3, Oka2, Oka3, PT] A mixed polynomial function f: C"* — C
is called polar weighted-homogeneous if there are non-zero integers pq,...,p, and d, such that
ged(pr, ..., pn) = 1 and

D opi(yy—p)=d
j=1

for any monomial of the expansion f (z,z) = ZV)M cy,u2"2*. We call (p1, ..., pp) the polar weight
of f and d the polar degree of f. More precisely, f is polar weighted homogeneous of type
(p1, ..., Pn; d) if and only if it satisfies the following equation for all A € S*:

f()‘ ’ (Zvi)) = )‘df(zvi)a
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where the corresponding S'-action on C" is:
A (sz) = (Aplzla B ApnznyAiplzla "'7A7pn2n) ) Ae Sl'

Theorem 2.16. [ACT1, Theorem 1.4]| Let f : C* — C be a non-constant mized polynomial
which is polar weighted-homogeneous, n > 2, such that codimgVy = 2. Then for any € > 0 small
enough, the projection

FIFIN: S2 I\ Ke — S

is a locally trivial smooth fibration, independent (up to isotopies) of small enough £ > 0.

Moreover, they proved the result below where now no control on the projection of the fibration
is required outside a neighborhood of the link in the sphere.

Theorem 2.17. [ACT1, Theorem 2.1] Let G : U — RP, m > p > 2 be an analytic map such
that codimVg = p and Disc G = {0} which satisfies Condition (8). Then there exists a locally
trivial smooth fibration

ST\ K, — SPt
which is independent of small enough € > 0, up to isotopies.

The control of the projection of the fibration is directly related to the p-regularity of the
map W, as has been seen in Theorem 2.12 and in the discussion that precedes it. This point
is the main difference between Theorem 2.12 and Theorem 2.17 (for further details see [ACT1,
Section 2]).

2.5. Fibration on sphere under Thom regularity condition. In the sequence of papers
[CSS1, CSS3], the authors considered maps germs G : (R™,0) — (RP,0), m > p > 2, with iso-
lated critical value and satisfying a condition called d-regularity which, together with the Thom
regularity, ensured the existence of the sphere fibrations. To do that, the authors associated to
G a pencil, as we explain below. We follow the notations and the construction as described in
the paper [CSS1], published in 2010.

For each | € RPP™! consider the line £; C R? through the origin and set
X ={zx e U|G(x) € L;}.

In particular, if we consider the commutative diagram

R™\ Vg —> R\ {0}

AN
N\ ¥ T
AN
N\ -1
P
NS
) l
\ s
\
RPP—!

where ; is radial projection and 7 is the canonical double covering, then X; = (U*)~1(1) U V4.

Each X is a real analytic variety that contains Vi, and since G has an isolated critical value,
then each X; \ Vg is either empty or it is an (m — p + 1)-dimensional smooth submanifold of U.
The family {Xl :le RIP’p_l} is called the canonical pencil of G.

Definition 2.18. [CSS1, Definition of d-regularity] The map G is said to be d-regular at 0 if
there exist a metric d induced by some positive-definite quadratic form and an € > 0 such that
every sphere (for the metric d) of radius < e centered at 0 meets each X, \ Vi transversely,
whenever the intersection is not empty. We shall also say that G is d-regular with respect to the
metric d.
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In order to study the existence of Milnor fibrations associated to a map G, the authors
introduced an auxiliary function & : B \ Vg — BP called the Spherification map of G. This
function was defined by
G(z)

&(z) = ||| G

and it was used to characterize the d-regularity as follows.
Proposition 2.19. [CSS1, Proposition 3.2] Let G : (R™,0) — (RP,0) be an analytic map germ
with an isolated critical value at the origin. The following statements are equivalent:

(i) The map G is d-regular at 0.

(ii) For each sphere ST~ of small enough radius € > 0, the restriction map
B S\ Vg — spt
s a submersion.
(i1i) The spherification map & is a submersion at each x € B!\ V.
(iv) The map ¥, : Sm=1\ K. — SP~1 is a submersion for any small enough sphere S™~1.

This proposition shows that when d is the square of the Euclidean metric, then d-regularity
of G is equivalent to p-regularity of ¥. The main result of [CSS1] is the following.

Theorem 2.20. [CSS1, Theorem 5.3] Assume either Vg is a point or dim Vg > 0 and G has
the Thom regularity. The following statements are equivalent:
(i) The map G is d-regular at 0.

(ii) One has a commutative diagram of smooth fiber bundles on ST\ K. for any small
enough sphere ST~

S\ K == 57

N

RPP—1

where ¥ == (G1(z) : -+ : Gp(x)) and ¢ = G/||G| : S™~1\ K. — SP~1 is the Milnor
fibration on G.

(i4i) For any small enough sphere S™~1, the restriction & : ST~ 1\ Vg — SP~1 is a smooth
fiber bundle and this is the Milnor fibration ¢ up to multiplication by a constant.

2.6. Comparing the fibration structure on spheres under Thom regularity at Vs and
Condition (8). One can show that if a map germ G is Thom regular at Vi then G satisfies
Condition (8). Example 2.21 below shows that the converse in not true in general. Therefore,
Theorem 2.12 is more general than Theorem 2.20.

EXAMPLE 2.21. [Han, Example 1.4.9] Consider G(x,y,2) = (z,y(2? + y?) + xz?) in three real
variables. One has that SingG = Vg = {v =y = 0} and M(G) = {x =y = 0} U {z = 0}.
Hence, M(G) \ Vg N Vg = {0} and Condition (8) holds. We claim that M (¥) = 0. Indeed, let
v = (z,9,2) € R? and consider the matrix

B = | ).

A%
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where

2 x(x? + 3y?), 22%2).

D (v) = (22uy + 2%) — y(® +¢) — 2z
By Lemma 2.10,
M(V) = {v € B2\ Vg | det (B(v)[B(v)]") = 0}.
Since
det (B(v)[B(v)]") = (2% + ) (z® + 3z*y? + 5a2? — 82%yz? + 32%y* + 62%y%2% + y° + y*2?)

and M (V) C M(G)\ Vg, then M(¥) = (. By Theorem 2.12, we get the sphere fibration
W Sme\ K, — SP L

On the other hand, for any value z # 0, consider the point p = (0,0, 2), T,V = span {(0,0,1) },
and the sequence p,, = (£, 0, z) which converges to p. One has that T, G=*(G(pn)) = span {v,},
where

1

—2z
= O’ b
\/4z2—|— S VAaz2n?2 +1

Un

hence v, — (0,+£1,0), where plus and minus depends on the sign of z. Therefore,
lim (T, G~ (G(pn))) = span {(0, 1,0)}
and G is not Thom regular at V.

REMARK 2.22. Another source of examples of maps with Milnor tube and sphere fibration
without the Thom regularity can be found in the recent paper [Ri2].

3. OPEN BOOK STRUCTURES ON SEMIALGEBRAIC SETS

The classical open book structures with smooth binding appear in the literature relative to
3-manifolds and in different branches of mathematics under many names like Lefschetz pen-
cils (Algebraic and Symplectic Geometry), fibered links, Neuwirth-Stallings pairs, or spinnable
structures (Topology).

As explained by the authors in [AT1], this consists of a pair (K,0) where K C M is a 2-
codimensional submanifold of a real manifold M and § : M \ K — S! with S! := 9B?, is a
locally trivial smooth fibration such that K admits a neighborhood N diffeomorphic to B? x K
for which K is identified with {0} x K and the restriction ¢\ is the following composition
with the natural projections:

(11) N\ K T B2\ {0}) x K P B2\ {0} I 51,

In that case, K is the binding and the closure of the fibers of 6 are the pages of the open book.

As described in the introduction, an important example of classical open book structure
on a small sphere S?"~! can be obtained if we consider a germ of a holomorphic function
f:(C™0) — (C,0), under the condition that Sing f = {0}.

Milnor noted that if G : (R™,0) — (RP,0), m > p > 2, has an isolated critical point at
0 € R™, then for any small enough ¢ > 0, the complement S™~!\ K. of the link K. is the total
space of a smooth fiber bundle over the unit sphere SP~!. In such a case, one can conclude from
Milnor’s comment that the sphere S™~! is endowed with an open book structure with binding
K., where now the binding is of higher codimension p > 2 instead of 2.

These structures were extended later, as follows:
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Definition 3.1. [AT2, Definition 2.1] A higher open book structure of a real manifold M is a pair
(K,0), where K is a p-codimensional non-empty submanifold of M and § : M \ K — SP~!is a
locally trivial smooth fibration over the sphere SP~! = 9BP, such that K admits a neighborhood
N diffeomorphic to BP x K for which K is identified to {0} x K and the restriction 6 x\ i is the
composition

N\ K 7 (B {0}) x K P8 e foy T grn,

FIGURE 6. Left: an example of N and K from Definition 3.1. Right: a cross
section of the corresponding open book structure.

REMARK 3.2. In this case E. Looijenga in [Lol] called this structure a Neuwirth-Stallings pair,
or NS-pair, and denoted them by (S~ 1, K.).

In [AT1], the authors presented a general criterion for the existence of these structures associ-
ated to a real map germ G with isolated critical point at 0 € R™ and with § = G/||G|| (see [AT1,
Theorem 1.1]). In [AT?2], they focused on the existence of higher open book structures defined
by map germs which satisfies the condition Sing G N Vi C {0}, which is the most general one
under which open book structures with non-singular binding K may exist. Finally, in [ACT1],
the authors introduced the notion of singular open book structure as follows.

Definition 3.3. [ACT1, Definition 1.1]. The pair (K, 0) is a higher open book structure with
singular binding on an analytic manifold M of dimension m —1 > p > 2, if K C M is a
singular real subvariety of codimension p and § : M \ K — SP~! is a locally trivial smooth
fibration such that K admits a neighborhood N for which the restriction 6 5\  is the composition

N\ K X pr \ {0} o/l SP=1 where h is a locally trivial fibration.

They investigated the case when Vi contains non-isolated singularities and thus the link K.
is not a manifold. Under the hypothesis of Theorem 2.12, they ensured the pair (K., ¥) is an
open book structure with singular binding on ™! having extended all previous results related
to the existence of open book structures of [AT1] and [AT2]. In addition, they found important
classes of genuine real analytic mappings which yield such structures (see for instance Theorem
2.16).

REMARK 3.4. Based on the results obtained in [ACT1], the authors in [ACT2| considered poly-
nomial maps G : R™ — RP, m > p > 1. Under certain adapted conditions defined in terms of
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the Milnor sets M (G) and M (¥), they ensured the existence of an open book decomposition at
infinity with singular binding (i.e., on spheres of large enough radius R).

Motivated by recent techniques developed in [ACT1, AT1, AT2| and [ACT?2|, the authors
in [DACA] guaranteed the existence of a fibration structure associated to a more general class
of maps and sets. Actually, they have considered C?-semi-algebraic maps G : R™ — R and
embedded compact semi-algebraic manifolds without boundary W C R™ of dimension n—1 > p.
In this new setting, they introduced sufficient conditions in order to ensure the existence of an
open book structure on W and, as a consequence, extended both previous open book structures
on local and global cases. For that, the first step was to consider an appropriate extension of
the Milnor set as below.

Definition 3.5. [DACA]
Let G : R™ — RP? be a C?-semi-algebraic map, W C R™ a compact semi-algebraic (n — 1)-
dimensional submanifold embedded in R and

G

1G]

Consider Gy : W\ Viy(G) — SP~! where Viy (G) = Vg N W, and
(i) E¢ the set of critical points of Gj

G:= (R™\ Vg — SP71.

(ii) X¢ the set of critical points of G;
(iii) ¢ the set of critical points of Gy ;
(iv) £& the set of critical points of Gy .

The map G satisfies the generalized Milnor condition (b) whenever S% \ Vi (G) N Viy (G) = 0.
Moreover, G satisfies the generalized Milnor condition (a) when ¥ = 0.

With the notations above, the authors in [DACA] stated and proved the following result.

Theorem 3.6 (Structural Theorem). Let G : R™ — RP be a C?-semi-algebraic map such
that G satisfies the generalized Milnor condition (a). Then the following statements are equiva-
lent:

(i) Gyw is a locally trivial smooth fibration induced by G on W ;
(i) The map G satisfies the generalized Milnor condition (b).

Let us point out that the proof of Theorem 3.6 follows similar arguments used in [ACT1,
ACT?2, AT?2|, and consequently also guarantee the existence of an open book structure on W.
The Structural Theorem generalizes the analogues for local and global cases.

In addition, considering the canonical projection m; : RP — RP~! for p > 2, and

T, 2p) = (@1, Tj—1, Tjg1, - -5 Tp),

where j = 1,...,p, the authors also have shown that the composition éj =m;0G : R™ — RP~1
provides a new open book structures for W, (see [DACA, Lemma 3.5]). Moreover, the fibers of
new and old structure are related as follows: if Fg and Féj are the fibers of locally trivial smooth

fibrations induced by G and Gj on W, respectively, then F, ¢ is homotopically equivalent to the
product Fg X [0,1]. This ensures that one can, without loss of generality, reduce the study of
the topology of the fibers of a C?-semi-algebraic map G = (G1,...,G,) : R™ — RP satisfying
generalized Milnor conditions to the study of the singularity type of G;,i = 1,...,p, i.e., any
coordinate function.
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4. POSITIVE DIMENSIONAL DISCRIMINANT SET

Let
G:UCR™ —>RP, m>p>2,

be a representative of a map germ G : (R™,0) — (RP?,0) with positive dimensional discriminant
set Disc G. Consider a Whitney stratification W = {C;}_; of Disc G’ with the origin a single
stratum. Let us assume that the complement RP \ Disc G is equal to union U¥_;D;, where on
each connected component D; the topology of the fibers of G does not change.

Let us consider the following situation: for i # j such that C;, C D; D, \ {0}, let p;, € D; and
pj € D;j and let I; ; be a path connecting them, with /; ; intersecting Cj once and is in general
position” (see Figure 7).

The problem is: How do we describe the topological changes of the topology of the fibers over
p; and over p; as we travel along [; ;7

FIcURE 7. Positive dimensional discriminant set and the complementary set
R? \ Disc G.

Maybe this problem is too hard to approach as it is stated. However, it motivates one to
think of a natural way to extend the Milnor fibrations for map germs with positive dimensional
discriminant sets as done by H. Hamm in [Ham] (see Theorem 1.3).

As explained in detail in [ART1] and [ART2], in this new setting the following problems have
to be taken into account so that the fibration problem can be well posed:

a) The local fibration must be independent of the small enough neighborhood data, like in
Equations (1) and (5). This does not come automatically for map germs with positive
dimensional discriminant set outside the ICIS case (see Examples 4.2 and 2.13).

b) The image of the map germ G may not be a neighborhood of {0} in RP (see Example
5.9). Moreover, it may not be independent of the radius € of the ball B* C R™, and
thus the image of G may not be well defined as a set germ in (R?,0) (see Examples 4.2
and 2.13).

¢) The set G(Sing G) may not be well defined as a set germ. In case the image G(Sing G)
of the singular locus is a set germ, and when the image Im G is a set germ too and has a

"It means that the tangent vector of [; ; at the point of intersection is not contained in the tangent space of
the stratum Cg
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boundary® which contains the origin {0}, then in this new setting it seems appropriate
that the “discriminant set” Disc G should contain this boundary (see Definition 4.7).

Recall that, given subsets VW C RP containing the origin and denoting (V,0) and (W, 0)
their respective germs at {0}, then one has (V,0) = (W,0) as a germ of a set if and only if there
exists some open ball B, C RP centered at 0 and of radius € > 0 such that VN B. = W N B..

Definition 4.1. [ART1] Let G : (R™,0) — (RP,0), m > p > 0, be a continuous map germ.
We say that the image G(K) of a set K C R™ containing 0 is a well-defined set germ at
0 € R? if, for any open balls B., B, centered at 0, with £,&’ > 0, we have the equality of germs
[G(B: N K)]p = [G(B N K)o

Whenever the images Im G and G(Sing G) are well-defined as germs, we say that G is a nice
map germ.

EXAMPLE 4.2. [ART1, Example 2.1] Let G : (R?,0) — (R2,0), G(z,2) = (x,z2). For the 2-disks
D, :={|z| <t,|z| < t}

as a basis of open neighborhoods of 0 for ¢ > 0, we get that the image A; := G(D;) is the
full angle with vertex at 0, having the horizontal axis as bisector, and of slope < ¢. Since the
relations defining A; depend of ¢, it means that the image of G is not well-defined as a germ (see
Figure 8). A similar behavior happens over C instead of R.

FIGURE 8. Images A;, and A;, with t; # 2 in the yellow and blue color, respectively.

REMARK 4.3. The authors in [ART1] point out that even if the image Im G of a map G is well-
defined as a germ, the restriction of G to some subset might not be (see [ART1, Remark 2.3]).
Therefore, in the definition of a nice map germ, it is necessary to ask that the set G(Sing G) is
well-defined as a germ as well.

EXAMPLE 4.4. Given G : (R™,0) — (RP,0), m > p > 2 with Disc G = {0}. If Condition (8)
holds true, then G is a nice map germ (see [Ma, Corollary 4.7]). In particular, any non-constant
germ of a holomorphic function is nice.

REMARK 4.5. One can do similar calculations as in Example 4.2 on the map germ
G: (R0) = (R%,0), G(z,y,2) = (2" +y% (a® +y°)2)
8[ART1]: Whenever Im G is well-defined as a set germ, its boundary 8Im G := Im G \ int(Im G) is a closed
subanalytic proper subset of RP, where intA := A denotes the p-dimensional interior of a subanalytic set A C RP

(hence it is empty whenever dim A < p), and A denotes the closure of it. One considers here Im G as a set germ
at 0 € RP; this is of course empty if (and only if) the equality (Im G,0) = (RP,0) holds.
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(Example 2.13), and find that Im G is not well-defined as a set germ, and thus G is not nice.
Note that while Disc G = {0}, Condition (8) is not satisfied, so we cannot conclude that G is
nice (like we could in Example 4.4).

EXAMPLE 4.6. In [ART1]| the authors found sufficient conditions for an analytic map germ with
positive dimensional discriminant set to be a nice germ and have introduced a good class of
maps with this property, namely the map germs of type

fg:(C",0) = (C,0),

where f,g: (C™,0) — (C,0) are holomorphic germs such that the meromorphic function f/g is
irreducible.

The authors in [ART1] gave an appropriate definition of the discriminant set as the locus
where the topology of the fibers may change.

Definition 4.7. For a nice map germ G, the discriminant is the following set

(12) Disc* G := G(Sing G) UdIm G

which is a closed subanalytic set of dimension strictly less than p, well-defined as a germ since
G is nice.

Usually the discriminant set Disc G is just G(Sing G). However, in this new setting where
dim Disc G > 0, the complement of the discriminant set may consist of several connected com-
ponents through the origin (see Figure 7), and hence the base space of the fibration may not be
a connected space and the topological type of the fibers may not be unique. Consequently, the
classical definition of discriminant is not sufficient to detect the change of the topological type
of the fibers. We also note that when Disc G = {0} (like in the previous sections) and G satisfies
Condition (8), then Disc* G = Disc G.

5. SINGULAR MILNOR TUBE FIBRATION

Definition 5.1. Let G : (R™,0) — (RP,0), m > p > 0, be a non-constant analytic nice map
germ. We say that G has a Milnor-Hamm (tube) fibration if, for any € > 0 small enough, there
exists 0 < 1 < € such that the restriction:

. Rm -1 fank . %
(13) G| : BI"N G~ (B} \ Disc* G) — B \ Disc* G

is a locally trivial fibration over each connected component C; included in B} \ Disc* G, such
that it is independent of the choices of € and 1 up to diffeomorphisms.

In order to guarantee the existence of fibration (13), the authors in [ART1] considered the
following condition

(14) M(G)\ G-1(Disc* G) N Vg C {0}

where the closure of the analytic set M(G) \ G~!(Disc* G) is considered as a set germ at the
origin. Condition (14) is a direct extension of Condition (8). Therefore, the next result is a
natural extension of Theorem 2.6 for the case where dim Disc* G > 0.

Theorem 5.2. [ART1, Lemma 3.3] Let G : (R™,0) — (RP,0) be a non-constant nice analytic
map germ, m > p > 0. If G satisfies Condition (14), then G has a Milnor-Hamm (tube) fibration
(13).



152 DO ESPIRITO SANTO, DREIBELBIS, RIBEIRO, AND ARAUJO DOS SANTOS

A similar type of fibration but with the stronger assumptions of Thom regularity have been
studied in [CGS]. In the article, the authors considered a real analytic map germ
G : (U,0) — (RP,0), where U C R™ is an open set, m > p > 2, G has a critical point at
0, and Vi has dimension > 2. They considered a fixed closed ball B;” as a stratified set with
strata the interior BI™ and the boundary S7"~! = 9B, the restriction map G| : B — R? and
its discriminant set as AZ := G(C(B™) UC(S™™ 1)), where C(B™) and C(S™~!) stand for the
set of critical points of G on the open ball and on the sphere, respectively. With these notations,
they used the Thom Isotopy Theorem to get that the map

G|: B NG HRP\ AL) — RP\ AL
is a locally trivial fibration (see [CGS, Proposition 2.1]). As a consequence for each fixed € > 0
and 1 > 0 they obtained the following locally trivial fibration [CGS, Corollary 2.2|:
(15) G : B'NG (B \ AG) — BE\ AG.

In order to ensure that the fibration (15) does not depend on & > 0, they considered Whitney
stratifications W and S of U and G(U), respectively, such that Vi is a union of strata and
both stratifications give the stratification of G. They further assume that G satisfies the Thom
as-property with respect to such stratification of G i.e., (W,S, G) is a Thom stratified mapping
(see [CGS, Proposition 2.4 |).

Since the Thom as-property implies Condition (14), the examples below show that [CGS,
Proposition 2.4] under the nice condition is a particular case of Theorem 5.2.

ExAMPLE 5.3. [ART1, Example 5.3 Let F be one of the mixed functions:
1) Fi(z,y) = zyZ from [ACT1],
2) Fy(x,y,z) = (z + 2F)zy for a fixed k > 2 from [PT],

3) Fy(wy,...,wp) = wy (Zle w29 — S0, \wt|2‘“) from [Okad.

They are all polar weighted-homogeneous and thus, by [ACT1, Theorem 1.4], one obtains that
Disc* F; = {0} and that Fj is nice and has Milnor tube fibration. It was also proved in the
respective papers that Fj is not Thom regular.

Let G := (Fj,g), where g(v) = v and note that Disc* G; = {0} x C. By [ART1, Lemma 5.1]
the map G; satisfies Condition (14) and therefore, by Theorem 5.2, G; has a Milnor-Hamm
(tube) fibration. However, again by [ART1, Lemma 5.1] G; is not a Thom stratified mapping.

Summing up, the authors in [ART1] have shown that the Thom regularity of the map G may
fail whereas the Milnor-Hamm (tube) fibration still exists. Moreover, they present several classes
of map germs with Milnor-Hamm fibration by introducing a weaker type of Thom regularity
condition called 9-Thom regularity condition.

REMARK 5.4. In article [MS], the authors defined a type of tube fibration in a more general
setting and presented a necessary and sufficient condition on the fibers of coordinate functions
to ensure its existence [MS, Proposition 2.5]. However, since their main objective was to study
the topology of real analytic map germs with isolated critical value, i.e., Disc G = {0}, they did
not present examples in the more general case.

5.1. Singular Milnor tube fibration. In [ART1] the authors have defined a general notion of
stratified tube fibration by considering all singular fibers over the stratified discriminant, and they
have shown that such structure is a natural generalization of Milnor-Hamm fibration. In that
case, the tube fibration is actually a collection of finitely many fibrations over path-connected
subanalytic sets. In order to make this notion more precise, they made use of the classical
stratification theory (see e.g. [GLPW]), and they considered the following definitions.
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Definition 5.5. [ART1] Let G : (R™,0) — (RP,0) be a non-constant analytic map germ,
m > p > 1. Let G, : B* — Im G, denote the restriction of G to a small ball. Consider a
locally finite subanalytic Whitney stratifications (W,S) of the source of G. and of its target,
respectively, such that Im G, is a union of strata, that Disc* G. is a union of strata, and that
G, is a stratified submersion. In particular every stratum is a non-singular, open and connected
subanalytic set at the respective origin, and moreover:

(i) The image by G. of a stratum of W is a single stratum of S,
(ii) The restriction G| : W, — S is a submersion, where W, € W, and Ss € S.

One calls (W,S) a regular stratification of the map germ G.
We say that G is S-nice whenever all the above subsets of the target are well-defined as
subanalytic germs, independent of the radius e.

Definition 5.6. [ART1]| Let G : (R™,0) — (R?,0) be a non-constant S-nice analytic map germ.
We say that G has a singular Milnor tube fibration relative to some regular stratification (W, S),
which is well-defined as a germ at the origin by our assumption, if for any small enough £ > 0
there exists 0 < n < € such that the restriction:

(16) G):B"N G_l(Bf; \ {0}) — By \ {0}

is a stratified locally trivial fibration which is independent, up to stratified homeomorphisms, of
the choices of € and 7.

The authors clarified the notion of stratified fibration by saying that stratified locally trivial
fibration meant that for any stratum Sg, the restriction G|g-1(s,) is a locally trivial fibration.
In order to ensure the existence of stratified fibration (16), they defined the stratwise Milnor
set M(G) with respect to the stratifications W and S, as the union of the Milnor sets of the
restrictions of G to each stratum. Namely, M (G) := U, M (G, ), where
M(G\Wa) = {LL’ €W, | PIW, Dﬁx G|W(,} )

with W, € W the germ at the origin of some stratum, and p|y, the restriction of the distance
function p to the subset W, (see [ART1, Definition 6.4]). They then considered the following
condition:

(17) M(G)\ Vg N Ve c {0}

which restricted to M(G)\ G~1(Disc* G) is just Condition (14). Finally, with the notations and
definitions above, the main result in this new setting is the following:

Theorem 5.7. [ART1] Let G : (R™,0) — (R?,0) be a non-constant S-nice analytic map germ.
If G satisfies Condition (17), then G has a singular Milnor tube fibration (16).

The corollary below says that the singular Milnor tube fibration (16) generalizes the previous
Milnor-Hamm fibration.

Corollary 5.8. [ART1] Under the hypotheses of Theorem 5.7, the map G has a Milnor-Hamm
fibration over Bl \ Disc* G, with nonsingular Milnor fiber over each connected component.

EXAMPLE 5.9. [ART1] Let G : (R3,0) — (R2,0), G(z,y, 2) = (zy, 2?). One has:
Vo={z=2=0U{y=2=0} ImG =R x R>o ¢ R?
SingG={z=y=0}U{z=0} G(Sing G) = {0} x R>o UR x {0}

Disc* G ={(0,8) |8 >0} U{(N\,0) [N e R} G !(Disc*G) ={z=0}U{y=0}U{z=0}

M(G)={z=xy}U{z=0} M(G)\ G~'(Disc* G) = {x = +y}.
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It follows that G is nice and satisfies Condition (14). Indeed to check this, consider

po = (0, Y0, 20) € M(G)\ G~1(Disc* G) N V.

Hence, there exists a sequence p,, = (Tn,Yn,2zn) € M(G)\ G~ (Disc* G) such that p, — po
with pg € V. Consequently, 29 = 0 and z,, = +y, # 0 because p, ¢ G~(Disc* G). Since
xg = limz,, = £limy, = yo = 0, one concludes that pg = (0,0,0). Thus G has a Milnor-Hamm
fibration by Theorem 5.2. In particular, each fiber consists of four open segments, consisting of
hyperbolas sitting in two planes parallel and equal distance to the zy-plane, (see Figure 9).

The complement R? \ Disc* G consists of 3 connected components. We have: the fiber over
R xR_q is empty; the fiber over R< o X R+ and the fiber over R.g x R+ are two non-intersecting
hyperbolas, with 4 connected components.

Moreover, it follows that G is S-nice and satisfies Condition (17), thus it has a singular tube
fibration by Theorem 5.7. The singular tube fibration fibers over three of the strata of the dis-
criminant as follows: over the positive vertical axis, the fibers are two disconnected components
each of which being two intersecting lines; over the positive and the negative horizontal axis, the
fibers are both hyperbolas with two components (see Figure 9).

FIGURE 9. The Milnor-Hamm tube fibration (left) and the singular Milnor tube
fibration over Disc* G (right) for G(x,y,2) = (zy, 22). Each color scheme is a
fibration over a connected component of the codomain.

In order to find good class singularities with the singular Milnor tube fibrations, the authors
considered the following condition of regularity which does not require W to be a Thom regular
stratification.

Definition 5.10. [ART1] Let G : (R™,0) — (RP,0) be a non-constant analytic map germ. We
say that G is Thom reqular at Vg if there exists a Whitney stratification (W, S) like in Definition
5.5 such that 0 is a point stratum in S, that Vi is a union of strata of W, and that the Thom
ag-regularity condition is satisfied at any stratum of V.

Then they proved the following result

Theorem 5.11. [ART1] Let G : (R™,0) — (RP,0) be a non-constant S-nice analytic map germ.
If G is Thom regular at Vg, dim Vg > 0, then G has a singular Milnor tube fibration (16). In
particular, if Vg N Sing G = {0} and dim Vi > 0, then G has a Milnor-Hamm fibration (13). O
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EXAMPLE 5.12. Let f,g: C?> — C given by
fla,y)=2*+y* and g(z,y) =a® -y
One has V(s 4 = {(0,0)} and
Sing (f,9) = {x =0} U{y = 0};

hence (f, g) is obviously Thom regular at V(s 4. It then follows from [ART1, Theorem 4.3| that
fg is Thom regular at V¢35 hence, by Theorem 5.11, it has a Milnor-Hamm fibration, and also a
singular Milnor tube fibration.

6. MILNOR-HAMM SPHERE FIBRATION

Inspired by the techniques developed by Milnor [Mi] and detailed in [AT2], the authors in
[ART?2| considered the problem of existence of a fibration structure over small spheres under a
general situation when the discriminant Disc* G has positive dimension. They introduced the
Milnor-Hamm sphere fibration, gave natural sufficient conditions of singular maps that shows
the fibration exists, and exhibited several such classes of singular maps. They then stated the
problem of equivalence with the corresponding tube fibration and they showed how to solve it
for some class of maps in the general setting under natural supplementary conditions.

First, the authors introduced a natural condition for a nice map germ G under which it was
possible to define the sphere fibrations whenever Disc* G is positive dimensional.

Definition 6.1. [ART2| Let G : (R™,0) — (RP,0) be a real analytic map germ. We say that
its discriminant Disc* G is radial if, as a set germ at the origin, it is a union of real half-lines or
the origin only.

The next example is a natural way of building map germs with radial discriminants.

EXAMPLE 6.2. [ART2] Let f : (R™,0) — (RP,0) be a real analytic map germ and let
g : (R,0) — (R,0) be a germ of a diffcomorphism, such that f and g are in separable vari-
ables, and consider the pair of map germs

G:=(f,9): (R™ x R,0) = (R x R,0).
Since Sing G = Sing f x R, one has that if Disc* f is radial, then Disc* G is radial.

Let G : U — RP be a representative of the map germ G for some open set U > 0 and recall
the definition of U:

G
(18) U= R

In order to define a new fibration structure associated to the nice map germ G under assump-
tion of radial discriminant, the authors have shown [ART2] that the restriction

(19) U 571\ G (Dise* G) — SP71\ Dise* G

U\ Vg — SP.

is well defined for € > 0 small enough.

Definition 6.3. [ART2] We say that the map germ G : (R™,0) — (R”,0) with radial discrimi-
nant has a Milnor-Hamm sphere fibration whenever the restriction (19) is a locally trivial smooth
fibration which is independent, up to diffeomorphisms, of the choice of ¢ provided it is small
enough.
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In this more general setting, in [ART2] the authors defined p-regularity of ¥ whenever the
following inclusion of germs is satisfied: M (¥) C G~!(Disc* G).

Finally with the notations and definitions above, the most general result regarding the exis-
tence of fibration structures on a sphere associated to non-constant nice map germs has been
enunciated and demonstrated in [ART?2]. It is the direct extension of [ACT1, Theorem 1.3] and
its proof follows from the case Disc* G = {0}.

Theorem 6.4. Let G : (R™,0) — (RP,0), m > p > 2, be a non-constant nice analytic map germ
with radial discriminant, satisfying Condition (14). If U is p-regular then G has a Milnor-Hamm
sphere fibration.

EXAMPLE 6.5. [ART1, ART?2| Let G : (R3,0) — (R?,0) given by G(z,y, 2) = (zy, 2?). It follows
from Example 5.9 that G~!(Disc* G) is the union of the coordinates planes in R?®, hence it
intersects the sphere S? on three great circles. Since M(¥g) = Sing G, it follows that ¥ is
p-regular. Therefore, by Theorem 6.4 G has a Milnor-Hamm sphere fibration (see Figure 10).

§%:\ G7'(Disc” G) s"\Disc* 6

FI1GURE 10. Milnor-Hamm sphere fibration for G. Each color scheme is a fibra-
tion over a connected component of the S1\ Disc* G.
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ABsTRACT. Khimshiashvili proved a topological degree formula for the Euler characteristic
of the Milnor fibres of a real function-germ with an isolated singularity. We give two gener-
alizations of this result for non-isolated singularities. As corollaries we obtain an algebraic
formula for the Euler characteristic of the fibres of a real weighted-homogeneous polynomial
and a real version of the Lé-Iomdine formula. We have also included some results of the same
flavor on the local topology of locally closed definable sets.

1. INTRODUCTION

Let f : (R",0) — (R,0) be an analytic function-germ with an isolated critical point at the
origin. Khimshiashvili [16] proved the following formula for the Euler characteristic of the real
Milnor fibres of f:

X(f7H(0) N Be) =1 —sign(—6)"degoV f,
where 0 < || < € < 1, B, is the closed ball centered at the origin of radius € and deg,V [ is
the topological degree of the mapping % : S, — 8™~ (here S. is the boundary of B,). Later
Fukui [15] generalized this result for the fibres of a one-parameter deformation of f. A corollary
of the Khimshiashvili formula due to Arnol’d [1] and Wall [37] states that

x({f <0}NSe) =1 —deg,Vf,
X{f=0}NSe) =1+ (~1)""'degyVF,
and if n is even,
x{f=0}nNS)=2-2deg,V/f.
In [31] Szafraniec extended the results of Arnold and Wall to the case of an analytic function-germ
f: (R",0) — (R,0) with non-isolated singularities. Namely he constructed two function-germs
g— and g4 with isolated critical points and proved that
X({f <0}NS) =1 —degyVgy and x ({f = 0} N S,) = 1 — degyVyg_.

In [32] he improved this result for weighted homogeneous polynomials. If f : R — R is
a weighted homogeneous polynomial then he constructed two polynomials g; and g, with an
algebraically isolated critical point at 0 such that

X ({f <0}nS™™1) =1—deg,Vg1 and x ({f > 0} N S"™!) =1 — deg,Vgo.
Thanks to the Eisenbud-Levine-Khimshiashvili formula [14, 16],
x({f<0yns™!) and x({f>=0}ns" )
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can be computed algebraically.

The aim of this paper is to extend the Khimshiashvili formula for function-germs with ar-
bitrary singularities. We will work in the more general framework of definable functions. Let
f: R"0) — (R,0) be a definable function-germ of class C", r > 2. Our first new result
is Lemma 2.5 where we give a relation between the Euler characteristic of f=1(§) N B. (resp.
f1(=6) N B,), with 0 < § < € < 1, and the Euler characteristic of the link at the origin
of {f < 0} (resp. {f > 0}). Applying the results of Szafraniec, we obtain our first general-
ization of the Khimshiashvili formula (Corollary 2.6) for polynomially bounded structures and
an algebraic formula for the Euler characteristic of a regular fibre of a weighted homogeneous
polynomial (Corollary 2.7). We note that the paper [7] presents a different approach for the
computation of this Euler characteristic.

Our second generalization of the Khimshiashvili formula is an adaptation to the real case of
the methods based on the generic polar curve, introduced in the complex case by Lé [19] and
Teissier [34, 35] and developed later by Massey [24, 25, 26]. For v € S"~1, we denote by ', the
following relative polar set:

Iy={zeR"\ Xy | rank(Vf(z),v) <2},
where Xy = {z € R" | Vf(x) =0} is the critical locus of f. For v generic in S"~!, T, is a
curve. Let B be the set of its connected components. For each b € B, we denote by o(b) the
sign of det [fol ey szn] on b, where for i = 1,...,n, f;, denotes the partial derivative g—i.
Morevover on b the partial derivative % does not vanish so we can decompose B into the disjoint
union BT UB~, where BT (resp. B™) is the set of half-branches on which % > 0 (resp. % < 0).
This enables to define the following indices (Definition 4.8):

AY=3 o(b)and A\~ = > o(b).
beB+ beB-

Then we define the following four indices (Definition 4.11):

7 IO a0 (- e =ad )
(0 N a1 = e} VB (7 @) 1 = —a} 1 B,),
YT =x(f7H0)N{z1 =a} N B.) — x(f(—a) N {z1 =a} N B.),

Y= X(fil(o) N {391 = 70’} N Be) - X(fil(fa) N {zl = 70‘} N Bs)a
where 0 < a < a < e. Our second generalization of the Khimshiashvili formula relates the
Euler characteristic of the real Milnor fibres to these new indices. Namely in Theorem 4.12 we
show that
X(fTH=0)NB)=1-XA" =777 =1-A" =77,
and that
X(fTHO)NB) =1~ (=1)"A7 =P =1 (=1)"AT =77,
where 0 < § < € < 1. Then we apply this result to the case where ¥; has dimension one. In
this case, we denote by C the set of connected components of ¥4\ {0}. For v € S"~! generic, the
function v* does not vanish on any half-branch ¢ € C, so we can decompose C into the disjoint
union C*t LIC~, where C* (resp. C7) is the set of half-branches on which v* > 0 (resp. v* < 0).
For each c € C, let 7(c) be the value that the function a — deg,Vfi,-1(a) {¢} = cn{z1 =a},
takes close to the origin. Then we set y© =3 .. 7(c) and vy~ = > __-— 7(c). In this situation,
Theorem 4.12 takes the following form (Theorem 5.4):

X(FH=6)NB) =1— A" =7~ =1-A* — 4%,
V(O N B = 1= (~)" (AT —77) =1 (-1)"(A~ — ),
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where 0 < § < € < 1. Hence the indices AT, A™, v and v~ appear to be real versions of the first
two Lé numbers defined by Massey in [24]. We note that the paper [36] contains also formulas
for the Euler characteristic of the real Milnor fibres of a function-germ with a one-dimensional
critical locus.

In the complex case, the Lé-Iomdine formula ([20, 18], see also [24, 27, 28, 30] for improved
versions) relates the Euler characteristic of the Milnor fibre of an analytic function-germ with
one-dimensional singular set to the Milnor fibre of an analytic function-germ with an isolated
singularity, given as the sum of the initial function and a sufficiently big power of a generic linear
form. As a corollary of Theorem 5.4, we establish a real version of this formula (Theorem 5.12),
i.e., a relation between the Euler characteristic of the real Milnor fibres of f and the real Milnor
fibres of a function of the type f + v*k, for v € S™~! generic and k € N big enough.

We have also included some results on the local topology of locally closed definable sets. More
precisely, we consider a locally closed definable set X equipped with a Whitney stratification
such that 0 € X, and a definable function ¢ : (X,0) — (R,0) with an isolated critical point at
the origin. In Lemma 3.1 we extend to this setting the results of Arnold and Wall mentioned
above, i.e., we give relations between the Euler characteristics of the sets X N {g ? + 4§} N B,
where 0 < d € e < 1 and ? € {<, >}, and the Euler characteristics of the sets X N {g 7 0} N S,
where 0 < € < 1 and ? € {<,>}. We give two corollaries (Corollaries 3.3 and 3.4) when the
stratum that contains 0 has dimension greater than or equal to 1.

The paper is organized as follows. In Section 2, we prove the first generalization of the
Khimshiashvili formula based on Szafraniec’s methods. In Section 3, we give the results on the
local topology of locally closed definable sets. Section 4 contains the second generalization of
the Khimshiashvili formula, based on the study of generic relative polar curves. In Section 5, we
establish the real version of the Lé-Iomdine formula.
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2. SOME GENERAL RESULTS ON THE REAL MILNOR FIBRE

Let f: (R™,0) — (R,0) be a definable function-germ of class C", r > 2. By Lemma 10 in [2]
or by the main theorem of [21], we can equip f~'(0) with a finite Whitney stratification that
satisfies the Thom (ay)-condition.

Lemma 2.1. There exists ¢g > 0 such that for 0 < € < ¢q, there exists d. such that for 0 < § < d.,
the topological type of f~(8) N Be does not depend on the choice of the couple (€,d).

Proof. Let g > 0 be such that for 0 < € < ¢, the sphere S, intersects f~!(0) transversally. Then
there exists a neighborhood U, of 0 in R such that for each § € U,, the fibre f~1() intersects

the sphere S, transversally. If it is not the case, then we can find a sequence of points (pm)men

in S, such that the vectors ‘5—”‘ and % are collinear, and such that the sequence converges

nl

to a point p in S. N f~1(0). If S denotes the stratum of f~1(0) that contains p then, applying

the Thom (ay)-condition, there exists a unit vector V normal to T},S such that |%| and V are

collinear. This contradicts the fact that S, intersects f~1(0) transversally.

Now let us fix € > 0 with € < ¢p. Let us choose d. > 0 such that [0,d,] is included in U, and
0 is a regular value of f for 0 < 0 < d.. Let (e1,01) and (eq,d2) be two couples with 0 < ¢; < ¢
and 0 < §; <4, for i =1,2. If €; = €2 then the Thom-Mather first isotopy lemma implies that
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the fibres f~1(8;) N B, and f~1(d2) N B, are homeomorphic. Now assume that €; < 2. By the
same arguments as above, there exists a neighborhood U of 0 in R such that for each § # 0 in U,
the distance function to the origin has no critical point on f~(8) N (B, \ B, ). Let us choose
d3 # 0 in U such that 0 < 63 < min{d;,d2}. By the first case, f~1(d3) N B, is homeomorphic
to f~1(61) N B, and f~1(83) N B, is homeomorphic to f~!(d2) N B,,. But, since the distance
function to the origin has no critical points on f~2(ds) N (B, \ Be,), the fibres f~1(d5) N By,
and f~1(d3) N B, are homeomorphic. O

Of course a similar result is true for negative values of f.

Definition 2.2. The (real) Milnor fibres of f are the sets f~1(6) N B, and f~1(—§) N B, where
0<ikex 1

Sometimes we call f~1(§)N B, (resp. f~1(—0)N B.) the positive (resp. negative) Milnor fibre
of f. The Khimshiashvili formula [16] relates the Euler characteristic of the Milnor fibres to the
topological degree of V f at the origin, when f has an isolated singularity.

Theorem 2.3 (The Khimshiashvili formula). If f has an isolated critical point at the origin
then

x(f71(8) N Be) = 1 —sign(—6)"deg,V f,
where 0 < |§] < e < 1.

Proof. We give a proof for we will need a similar argument later. Let U be a small open subset
of R™ such that 0 € U and f is defined in U. We perturb f in a Morse function f :U — R
Let p1,...,pr be the critical points of f, with respective indices A1, ..., A\;. Let § > 0, by Morse
theory we have:
k
X(f7H([=0,8) N Be) = x (71 (=) N Be) =Y (D)™
i=1

Actually we can choose f sufficiently close to f so that the p;’s lie in ffl([—%, g]). Now the

inclusion f~1(0)NB. C f~([-4,8])N B is a homotopy equivalence (Durfee [8] proved this result
in the semi-algebraic case, but his argument holds in the C" definable case, see also [6, 17]) and
f71(0) N B is the cone over f~1(0) NS, so x(f~*([~6,6]) N Bc) = 1. This gives the result for
the negative Milnor fibre. To get the result for the positive one, it is enough to replace f with
—f. O

The following formulas are due to Arnol’d [1] and Wall [37].
Corollary 2.4. With the same hypothesis on f, we have:
x({f £0tnSe) =1—deg,Vf,

X{f 20}NSe) =1+ (=1)""'degyVF.
If n is even, we have:

X({f =0} NSe) =2—2deg,V/.

Proof. By a deformation argument due to Milnor [23], f(—0) N Be, 6 > 0, is homeomorphic to
{f <=6} NS,, which is homeomorphic to {f <0} N S if § is very small. O

We start our study of the general case with an easy lemma.
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Lemma 2.5. Let f: (R™,0) — (R,0) be a definable function germ of class C", r > 2, and let
0<d < e Ifn is even then

X (fTH(=0)NB) =x{f=0}nS,),
and
X (f7H0)NB) = x({f <0} N S,).
If n is odd then
X(f_l(_(s)ﬂBe) =2-x{f>=0}nSy),
and

x(FrO)NB)=2—-x{f<0}nS.).

Proof. If the Milnor fibre is empty or a compact manifold without boundary then the result is
obvious.

Otherwise, if n is even then f~!(—§)N B, is an odd-dimensional manifold with boundary and
SO

_ 1 _
X(f L(—6) ﬂBE) =5X (f 1(-9) ﬁSe) =x{f>=-0}nS,).

But for ¢ small, the inclusion {f > 0} NSe C {f > =4} N S is a homotopy equivalence (see [8]).

If n is odd then {f > —d} N B, is an odd-dimensional manifold with corners. Rounding the
corners, we get

1 _
Y ({f = =6} B) = 5 (x (f (=) N B) +x({f = =0} NS
_ 1 _
X (F=0)08) ) = 5 (0N BY + X ({f > 9} n150)

But the inclusion {f > 0} N B. C {f > —4} N B¢ is a homotopy equivalence and so

X({f = -0} nB) = 1.
O

For the rest of this section, we assume that the structure is polynomially bounded. The
techniques developed and the results proved by Szafraniec [31] (see also [4]) are valid in this
context. Let w(z) =22 + --- + 22. Then there exists an integer d > 0 sufficiently big such that
g+ = f—w?and g_ = —f —w? have an isolated critical point at the origin. Moreover Szafraniec
showed that

x({f <0}NSe)=1—degyVgy and x ({f >0}t NSe) =1 —degyVg-.
Applying the previous lemma, we can state our first generalization of the Khimshiashvili formula.
Corollary 2.6. If0 < d < €, we have:
X (f7H(=6)NB:) =1—(=1)"deg, Vg,
and
X (F7H8) N Be) =1~ (~1)"deggVgs.

In general, the exponent d is difficult to estimate. However, in the case of a weighted-
homogeneous polynomial, Szafraniec [32] provided another method which is completely effective.
Let f: R™ — R be a real weighted homogeneous polynomial function of type (dy,--- ,dn;d)
with Vf(0) = 0. Let p be the smallest positive integer such that 2p > d and each d; divides p.

Also let a; = d£ and

3
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2a1 2a,
— 1 ce. n .
2aq 2a,
Now consider g1 = f—w and go = — f —w. Szafraniec proved that ¢g; and go have an algebraically

isolated critical point at the origin and that
x ({f <0}nS™ 1) =1—degyVgs and x ({f >0} NS" ") =1 — deg,Vga.

Applying Lemma 2.5, we obtain the following Khimshiashvili type formula for the fibres of a
real weighted homogeneous polynomial.

Corollary 2.7. We have

X (F71(=1)) = 1= (=1)"deg, Ve,
and

X (f_l(l)) =1—(~1)"degyVyi.

Note that degy,Vg: and deg,Vga can be computed algebraically thanks to the Eisenbud-
Levine-Khimshiashvili formula [14, 16] because they have an algebraically isolated zero at the
origin.

Let us apply this corollary to the examples presented in [32].

(1) Let f(x,y,2) = 2%y — y* — yz®. By [32], we have that deg,Vg; = deg,Vgs = 1. So
X (fH(=0) =x(f71(1) = 2.

(2) Let f(x,y,2) = 2 + 222 — y%. By [32], we have that deg,Vg; = 1 and deg,Vgs = —1.
So x (f7*(=1)) =0and x (f71(1)) =2.

(3) Let f(z,y,2) = 2® —ay? + wyz + 222y — 2y —y?2 — 222 +y22. Then by [32], deg, Vg1 = 3
,sox (f7H(1)) =4

3. SOME RESULTS ON THE TOPOLOGY OF LOCALLY CLOSED DEFINABLE SETS

Let X be a locally closed definable set. We assume that 0 belongs to X. We equip X with
a finite definable C", r > 2, Whitney stratification. The fact that such a stratification exists is
due to Loi [22]. Recently Nguyen, Trivedi and Trotman [29] gave another proof of this result.
We denote by Sy the stratum that contains 0.

Let g : (X,0) — (R,0) be a definable function that is the restriction to X of a definable
function G of class C", r > 2, defined in a neighborhood of the origin. We assume that g has
at worst an isolated critical point (in the stratified sense) at the origin. As in the previous
section, the positive and the negative real Milnor fibres of g are the sets g=1(d) N X N B, and
g Y =86 NXNB,, where 0 < § < e < 1.

Lemma 3.1. For 0 < § < e < 1, we have
X(X g (=0)n B€> =x(Xn{g<0}n 56),

and
X(X Ng™'(5) mBE) =x(Xn{g>0}n SE).

Proof. Using the methods developed in [11], we can assume that the critical points of g on
X NS, are isolated, that they lie in {g # 0} and that they are outwards-pointing (resp. inwards-
pointing) in {g > 0} (resp. {g < 0}). Let us denote them by {p1,...,ps}.

We recall that if Z C R™ is a locally closed definable set, equipped with a Whitney stratifi-
cation and p is an isolated critical point of a definable function ¢ : Z — R, restriction to Z of a
C?-definable function ®, then the index of ¢ at p is defined as follows:

ind(¢, Z,p) = 1 = x(ZN{¢ = ¢(p) — n} N B.(p)),
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where 0 < n < r < 1 and B, (p) is the closed ball of radius r centered at p.
As in [11], Section 3, we can apply the results proved in [9]. Namely, by Theorem 3.1 in [9],
we can write

x({g<0}nXns)= > ind(g, X NSe,p),
i| g(p:)<0
and for 0 < § < ¢,

x({g<dynXnB)= > ind(g,X N Be,p;) +ind(g, X,0).
i | g(pi)<0
By Lemma 2.1 in [9], ind(g, X NS¢, p;) = ind(g, X N B, p;) if g(p;) < 0. Moreover,
ind(g, X,0) =1—x(¢7"(—=6) N X N B,)

and, as explained in the proof of Theorem 2.3, x ({g <0} NX NB,) =1 if § is small enough.
Combining these observations, we find that

X(XNg ' (=6)NB) =x(XNn{g<0}nS).
O

Remark 3.2. We believe that it is possible to establish these equalities applying a stratified
version of the Milnor deformation argument mentionned in the proof of Corollary 2.4. This is
done by Comte and Merle in [5] when X is conic and g is a generic linear form.

For the rest of this section, we will denote by Lk(Y") the link at the origin of a definable set
Y.

Corollary 3.3. Assume that dim Sy > 0 and that g5, has no critical point at 0, i.e., g~ 1(0)
intersects Sy transversally at 0. Then the following equalities hold:

X (Lk(X N{g < 0})) = x(Lk(X N {g > 0})) =1,
and
x(Lk(X)) + x(Lk(X N {g =0})) = 2.

Proof. 1f g5, has no critical point at 0, then g : X — R is a stratified submersion in a neighbor-
hood of 0. Furthermore for 0 < € < 1, the sphere S, intersects X N {g = 0} transversally, so 0
is a regular value of g xnp.. Therefore if ¢ is small enough,

X(XN{g=-0}NB)=x(XN{g=0}NB)=x(XN{g=0}NB) =1.
It is enough to apply the previous lemma and then the Mayer-Vietoris sequence. (]

For v € S"~1, we denote by v* the function v*(z) = (v, x), where ( , ) is the standard scalar
product. The previous corollary applies to a generic linear form v*.

Corollary 3.4. Assume that dim Sy > 0. If v ¢ S"~1 N (TySo)*, then
x(Lk(X Nn{v* <0})) = x(Lk(X n{v* > 0})) =1,
and
X (Lk(X)) + x(Lk(X n{v* =0})) = 2.

Proof. If v ¢ (TpSp)*, then v/, has no critical point at 0. O
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Let us relate this corollary to results that we proved in earlier papers. Combining Theorem 5.1
in [11] and the comments after Theorem 2.6 in [12], we can write that if dim Sy > 0,

x(Lk(X)) + gnl_l/ x(Lk(X N H))dH =2,
n art
where G"~ ! is the Grassmann manifold of linear hyperplanes in R" and ¢! is its volume. This
last equality is based on the study of the local behaviour of the generalized Lipschitz-Killing
curvatures made in [5] and [11]. We see that it is actually a direct consequence of Corollary 3.4,
which gives a more precise result on the local topology of locally closed definable sets. Similarly
for 0 < k < dim Sy, we know that

1 1
= /G X(Lk(X N H))dH + P /G - X(Lk(X N L))dL = 0,
n—k

where G ¥ is the Grassmann manifold of k-dimensional vector spaces in R™ and g"
volume. In fact a recursive application of Corollary 3.4 shows that x (Lk(XNH )) = x(Lk(X ﬂL))
for H generic in G %=1 and L generic in Gn—F+1.

Let us give another application of Corollary 3.4 to the topology of real Milnor fibres. As in
the previous section, f : (R™, 0) — (R, 0) is the germ at the origin of a definable function of class
C", r > 2. We assume that f~1(0) is equipped with a finite Whitney stratification that satisfies
the Thom (ay)-condition. Let Sy be the stratum that contains 0.

Corollary 3.5. If dim Sy > 0 and if v ¢ S*1 N (TpSp)*, then for 0 < § < e < 1, we have
x(F7HO) N B) =x(f1(6) n{v* =0} N B,

is its

and
X(f7H(=0)NBe) =x(f' (=6 n{v* =0} N B).
Proof. Applying Corollary 3.4 to the sets {f > 0} and {f < 0}, we get that
X (Lk({f 7 0})) + x(Lk({f ? 0} N {v* = 0})) =2,
where 7 € {<,>}. Lemma 2.5 applied to f and f|1,-—oy gives the result. O

In the next section, we will give a generalization of this result based on generic relative polar
curves.

4. MILNOR FIBRES AND RELATIVE POLAR CURVES

Let f: (R™,0) — (R, 0) be a definable function-germ of class C", r > 2. We will give a second
generalization of the Khimshiashvili formula in this setting. For this we need first to study the
behaviour of a generic linear function on the fibres of f and the behaviour of f on the fibres of
a generic linear function.

We start with a study of the critical points of Ul*ffl(é) for § small and v generic in S”~!. Let

I'y ={z e R"\ X | rank(V f(x),v) < 2}.

We will need a first genericity condition. We can equip f~*(0) with a finite Whitney stratifi-

cation that satisfies the Thom (ay)-condition.

Lemma 4.1. There exists a definable set ©1 C S"~1 of positive codimension such that if v ¢ 1,
then {v* = 0} intersects f=1(0) \ {0} transversally in a neighborhood of the origin.

Proof. Tt is a particular case of Lemma 3.8 in [10]. O

Lemma 4.2. Ifv & X then T, N f=1(0) = 0.
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Proof. If it is not the case then we can find an arc « : [0,v[— f~1(0) such that a(0) = 0 and
for 0 < s < v, Vf(a(s)) # 0 and rank(V f(a(s)),v) < 2. Let S be the stratum that contains
(]0,v[). Since V f(a(s)) is normal to Ty (s)S, the points in a(]0, v/[) are critical points of vjg and
hence lie in {v* = 0}. This contradicts Lemma 4.1. O
Corollary 4.3. Ifv ¢ ¥y then T', N {v* =0} = 0.
Proof. As in the proof of the previous lemma, we see that
if T, N {v* =0} # 0, then I', N f~1(0) # 0.
U

Lemma 4.4. There exists a definable set X9 C S"~1 of positive codimension such that if v ¢ o,
T, is a curve (possibly empty) in the neighbourhood of the origin.

Proof. Let
M = {(z,y) e R" x R" | rank(V f(z),y) < 2} .
Let p = (20, yo) be a point in M\ (X x R™). We can assume that f;, (2¢) 7# 0. Therefore locally

M\ (X x R"™) is given by the equations mia(x,y) = --- = min(z,y) = 0, where
foi (@) [, ()
my;(x, — J
i(z,y) i n
The Jacobian matrix of the mapping (mys, ..., m1,) has the following form
*ooeee o % 7fzz fxl T 0
% ek —fo 0 o fu

This implies that M\ (X xR") is a C"~! manifold of dimension n+1. The Bertini-Sard theorem
([3], 9.5.2) implies that the discriminant D of the projection
T, M\ (S;xR") — Rv
(z,y) =y
is a definable set of dimension less than or equal to n—1. Hence for allv € S"~1\ D, the dimension
of m, ' (v) is less than or equal to 1. But 7, ' (v) is exactly T, and we set ¥y = DN S"~'. [0

Corollary 4.5. Let v € S~ be such that v ¢ Xy. There exists 0! such that for 0 < |5| < 4§/,
the critical points of Ul*f,l((s) are Morse critical points in a neighborhood of the origin.

Proof. After a change of coordinates, we can assume that v = e; = (1,0,...,0) € R™ and so
that v*(z) = ;.
Let p be a point in I, = T',. If f,, (p) = 0 then, since the minors mq; = g((gl’g”;‘)), 1=2,...,m,

vanish at p, fq,(p) =0 for i = 2,...,n and so p belongs to Xy, which is impossible. Therefore
far () # 0 and by the proof of Lemma 4.4, we conclude that I';, is defined by the vanishing of
the minors mq;, 1 = 2,...,n, and that

mnk(leg7 - ,mln) =n-—1

along I'.,. Let a be an arc (i.e., a connected component) of I'.,, and let a : [0,v[— a be a C"
definable parametrization such that a(0) = 0 and «(]0,»[) C a. Since f does not vanish on a,
the function f o « is strictly monotone which implies that for s €]0, V],

(foa)'(s) = (Vf(a(s)),d/(s)) # 0.
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Hence the vectors

Vf(a(s)), Vmia(a(s)),..., Vmi,(a(s))
are linearly independent since the Vmy;(«(s))’s are orthogonal to o/(s). By Lemma 3.2 in [33],
this is equivalent to the fact that the function x; : f~!(f(a(s)) — R has a non-degenerate
critical point at a(s). It is easy to conclude because I, has a finite numbers of arcs. (]

From now on, we will work with v € S™~! such that v ¢ X1UX,. After a change of coordinates,
we can assume that v = e; = (1,0,...,0) and so the conclusions of Lemma 4.1, Lemma 4.2,
Corollary 4.3, Lemma 4.4 and Corollary 4.5 are valid for I';;, and {x; = 0}. Let us study the
points of I';;, more accurately. By the previous results, we know that if p is a point of I';,, close
to the origin then p is a Morse critical point of x1|5-1(4(p)), fo, () # 0, 1(p) # 0 and f(p) # 0.

Lemma 4.6. Let p be a point in T'y, close to the origin. Let u(p) be the Morse index of
T1p-1(f(p)) ot p. Then p is a Morse critical point of f‘zl—l(xl(p)) and if 0(p) is the Morse index

of flml—l(ml(p)) at p then
(10 = (1) sign(fr, ()" (1),
Proof. By Lemma 3.2 in [33], we know that

det[Vf(p),V fur (D), - -,V fa, ()] #0,
and that

(~1)®) = (=1)"sign(fe, (p))"sign det[Vf(9), Vur (0); - Vu, (p)]-
But Vf(p) = fz,(p)e1 and so det [el, Vfea(®)ye s Ve, (p)] # 0 and
(=D = (=1)" 'sign(f, ()" 'sign det [e1, V fu, (p), - -, V f, (9)]-
Still using Lemma 3.2 in [33], we see that p is a Morse critical point of fio71 (01 (p)) and that

(1) = (~1)" sign(fo, (b)) (-1

Lemma 4.7. Let p be a point in I'y, close to the origin. Then

det [vf:cl (0)s Vi, (P)s- -V fa, (p)] #0
and
(—1)"® = sign (z1(p) fa, (p)) sign det [V fo, (p), Vfu,(p), -,V fu, (P)].

Proof. Since det[e1, V fz, (p), ...,V fz,(p)] # 0, we can write

Vfar (p) = B(p)er + Z Bi(p)V fx, (1),

and so,
det [V fu, (0), V fus (D), -+, V a, (0)] = Bp)det[e1, Vo, (P), - - Vfu, (D))

Let o : [0,v[— T, be a parametrization of the arc that contains p. We have
(far 0 @)'(s) = (Vfa, (a(s)), 0/ (s)) = Bla(s)) (1, (5)) = Bla(s)) (w1 0 )’ (s).

But since f;, and z; do not vanish on T',,, (fz, o @)’(s) and (z1 o &)’(s) do not vanish for s
small. Therefore for p close to the origin, 5(p) # 0 and

sign B(p) = sign (z1(p) fz, (p)) -
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Let B be the set of connected components of I';,. If b € BB then b is a half-branch on which
the functions f,, and det [szl, N men] have constant sign. So we can decompose B into the
disjoint union BT LB~ where Bt (resp. B™) is the set of half-branches on which f,, > 0 (resp.
fzr <0). If b € B, we denote by o(b) the sign of det[V f,,,...,Vf,,]| on b.

Definition 4.8. We set AT =37, . o(b) and A~ =" 5 o(b).

Remark 4.9. If f has an isolated critical point at the origin then for 7 # 0 small enough,
(Vf)~1(n,0,...,0) is exactly I'y, N fo:1(n). Moreover if p € Ty, N f7.!(n), then

sign det [V fo, (), V fu, (), -+ V fa, (p)] # 0.
Hence (7,0, ...,0) is a regular value of Vf and so

deggVf= > signdet[Vfy, (p), Ve, ()., VLu, (0)]-
pEl Nfay' (1)

If n > 0 (resp. n < 0), this implies that degyVf = AT (resp. A7).
The following lemma will enable us to define other indices associated with f and z;.

Lemma 4.10. There exists ¢g > 0 such that for 0 < € < €, there exists a. > 0 such that
for 0 < a < ae, there exists ag > 0 such that for 0 < a < agq., the topological type of
(@) N {x1 = a} N Be does not depend on the choice of the triple (e, a, ).

Proof. For a > 0 small enough, we define 8(a) by
Ba) = nf{|f(p)| | p € Tz, N{z1 = a}}.

The function 8 is well defined because 'y, N {z1 = a} is finite and S(a) > 0. Moreover it is
definable and so it is continuous on a small interval of the form ]0,w[. This implies that the set

O ={(a,a) eRxR" | a€]0,u]and 0 < a < B(a)}

is open and connected.
Since {x; = 0} intersects f~1(0) \ {0} transversally (in the stratified sense),

{z1=0}n f71(0)\ {0}
is Whitney stratified, the strata being the intersections of {z; = 0} with the strata of f=1(0)\{0}.
Let €9 > 0 be such that for 0 < € < €g, the sphere S, intersects {z; = 0}N f~1(0) transversally.
Then there exists a neighborhood U, of (0,0) in R? such that for each (a,a) in (R x R*) N4,

the fibre f~1(a) N {z; = a} intersects S, transversally. If it is not the case, then we can find

Pm Vf(Pom)
‘p'ml \V(Pm)|

dependent, and such that the sequence converges to a point p in S, N f~1(0) N {z; = 0}. If S
denotes the stratum of f~1(0) that contains p then, applying the Thom (a #)-condition and the
method of Lemma 3.7 in [11], there exists a unit vector v normal to T,,S such that the vectors eq,

ﬁ and v are linearly dependent. But e; and v are linearly independent for {z; = 0} intersects

a sequence of points (pm)men in Se such that the vectors ey, and are linearly

S transversally at p. Therefore S, does not intersect SN {x; = 0} transversally at p, which is a
contradiction. Moreover we can assume that U, N O is connected.

Now let us fix € > 0 with € < ;. Let us choose a. > 0 such that a. < u and the interval 0, a.]
is included in U,. For each a €]0, a.], there exists aj, . such that {a}x]0, ], ] is included in U.
We choose g such that g < a;_’ and aq. < B(a), which implies that (a,«) is a regular
value of (z1, f) for 0 < a < aq.

Let (e1, a1, 1) and (e2, az, c2) be two triples with 0 < ¢; <€, 0 < a; < ae, and 0 < o < g,
for i = 1,2. If ¢, = €3 then the Thom-Mather first isotopy lemma implies that the fibres

€
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fHar)N{z1 = a1} N B, and f~(ag) N {x1 = a2} N Be, are homeomorphic, because (ay, ;)
and (ag, a2) belong to the connected set U, N O.

Now assume that €; < e5. By the same arguments as above, there exists a neighborhood U/
of (0,0) in R? such that for each (a,a) € (R x R*) NU, the distance function to the origin has
no critical point on

o) N {zy = a} N (Be, \ Be,).
Let us choose (ag, @3) € (R x R*) N such that
0 < ag < min{ae,,ae,} and oz < min{ag, e, Qg6 )
Then, by the first case, f~1(a3)N{x1 = az} N B, is homemorphic to f~(ay)N{z1 = a1} N B,
and f~!(a3) N {x1 = a3z} N B, is homemorphic to f~!(az) N {x1 = a2} N B,. But, since the
distance function to the origin has no critical point on f~*(az)N{z; = a3} N B, \ Be,, the fibre
ft(a3) N{x1 = a3z} N B, is homeomorphic to f~!(a3) N {z; = az} N Be,. O

Similarly, there exists €, > 0 such that for 0 < € < ¢, there exists b. > 0 such that for
0 < a < b, the topological types of f~*(0)N{z; = a} N B, and f~1(0)N {21 = —a} N B, do not
depend on the choice of (¢, a). Therefore we can make the following definition.

Definition 4.11. We set

7+’+—X(f 1(0)ﬂ{x1—a}ﬁB)— (f Ha) ﬂ{xl—a}ﬁB)

yET =x(fTH0) N {z1 = —a} N Be) — x(f 1( )N {21 = —a} N B.),

Yt =x(fH0) N {zr = a} N Be) — x(f( ) {z1 =a} N B.),

v =x(fTH0) N {a = —a} N Be) — x(f7H( 1 a)N{z1 = —a} N Be),
where 0 < o € a < €.

Now we are in position to state the generalization of the Khimshiashvili formula. Remember
that e; satisfies the genericity conditions of Lemmas 4.1 and 4.4.

Theorem 4.12. Assume that ey ¢ X1 UXy. For 0 < § < € < 1, we have
X(f_l(_é) N Be) =1-A" —y7 T =1-AT —47T,
X(fTHO)NB) =1 (=1)"A7 =47 =1 (=1)"A* =77

Proof. The set of critical points of 2 on f~1(=6) N B, is exactly 'y, N f~1(—3). Moreover we
know that if p € T, N f~1(—J) then z1(p) # 0. By Morse theory, we have

x(f (=8 NnBcn{ar >0}) —x(f ' (=6)NB.N{a1 =0}) = > (—1)m),
pETg NF~1(=9)
x1(p)>0

X(FH =0 N Ben{zr <0}) —x(f 1 (=0)NBcn{z =0}) = (="' > (—nr,

peElg NF~1(=4)
21 (p)<0

Here we remark that f~1(8)N B, is a manifold with boundary and x; may have critical points on
the boundary. But by Lemma 3.7 in [11], these critical points lie in {1 # 0} and are outwards-
pointing (resp. inwards-pointing) in {z; > 0} (resp. {z1 < 0}). That is why they do not appear
in the above two formulas. Adding the two equalities and applying the Mayer-Vietoris sequence,
we obtain

X(f7H(=6)NB) = x(f~(=6) N Ben{ay =0}) =

Z (=1)H®) 4 (=11 Z (—1)K@),

pElg Nf1(=3) pElg Nf~1(=3)
x1(p)>0 z1(p)<0
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Since Vf = fy,e1 on 'y, it is easy to check that p belongs to I'y, N {f < 0} N {z1 > 0} if and
only if p belongs to I'y, N{fz;, <0} N{x1 > 0} and p belongs to I'y, N{f < 0} N{z1 < 0} if and
only if p belongs to I'y, N {fz, > 0} N{z1 < 0}. Let us decompose BT into the disjoint union
Bt =BTt U BT~ where BN (resp. B™7) is the set of half-branches of BT on which z; > 0
(resp. 1 < 0). Similarly we can write B~ = B~% U B~ ~. Combining Lemma 4.6 and Lemma
4.7, we can rewrite the above equality in the following form:

X(FH=0)NB) = x(F 1 (=6)NBcn{zr =0}) == > ob)— > ob). (1)
beB—+ beB+ -

Since (—0,0) is a regular value of (f, 1) then there exists as > 0 such that for 0 < a < ay,
(=9, +a) are regular value of (f,x;) and

X(F71(=8) n{z1 = £a} N Be) = x(f 1 (=0) N {z1 = 0} N Be).

Let us fix a such that 0 < a < as and let us relate x(f~'(=6) N {z1 = —a} N B) to
x(f7 @) N {z1 = —a} N Bc) where 0 < a < a. Note that the set of critical points of f on
{21 = —a} N B, is exactly Ty, N {1 = —a}. Moreover this set of critical points is included

in {f > —d}. Indeed, if it is not the case, then there is a half-branch of T',, that intersects
{z1 = —a} on {f < —d}. But since z1 and f are negative on this branch, this would imply that
Iy, intersects {f = —d} on {—a < 1 < 0}, which is not possible for a < as.

Now let us look at the critical points of f on {7 = —a} N S.. In the proof of Lemma
4.10, we established the existence of a neighborhood U. of (0,0) in R? such that for each
(a,a) € (R x R*) NU,, the fibre f~1(a)N{z; = a} intersects S, transversally. Therefore we can
choose d such that the critical points of f on {x; = 0}NS.N{f # 0} lie in {|f| > }. Moreover by
a Curve Selection Lemma argument, they are outwards-pointing in {f > ¢} and inwards-pointing
in {f < —d}. So, if a is small enough, then the critical points of f on {z1 = —a} NS N{f # 0},
lying in {|f| > 0}, are outwards-pointing (resp. inwards-pointing) in {f > §} (resp. {f < —d}).
By Morse theory, we find that

x({f<-0tn{z1=-a}NB) —x({f=-0}n{z1=-a}NB) =0

X({=6<f<-ayn{m =-a}nB)—x({f = -8} nfei = —a}nB) = Y (~1)°®,
pEly N{z1=—a}
f(p)<0

X({f >atn{ry =—a}n Be) — X({f =a}N{ry=—-a}n BE) = Z (_1)9(;)).
pETg N{z1=—a}

f(p)>0
By the Mayer-Vietoris sequence, we have that
1=x({z1=-a}NB) =x({f <-6}n{z1 =—-a}NB)
+x({-6 < f<—a}n{z =—a}NB) —x({f = -6} N{x1 = —a} N B)
—x({f=-a}n{z1=-a}NB) +x({-a < f<a}n{z; = —a} N B)
+x({f = a}n{z1 =—-a}NB) — x({f =} N{z1 = —a} N B.).
Using the fact that the inclusion
{f=0n{r1=—-a}nNB.C{-a< f<a}n{z;=—-a}NB.
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is a homotopy equivalence and applying the above equalities, we get

1= > (=)@ S ()P 4 x(F7(=6) N {z1 = —a} N B.)
pEly N{z1=—a} pElgy N{z1=—a}
f(p)<0 f(p)>0

+X(f7H0) N {z1 = —a} N Be) = x(f ' (—a) N {z1 = —a} N B.).
By Lemma 4.7, we can rewrite this equality in the following form:
l=—= > o)+ > o) +x(f(=0)n{z1=-a}nB)+7". (2)
beB+:— beB——

Combining (1) and (2), we obtain the first equality of the statement. The second one is obtained
replacing —a with a in the above discussion. The third and fourth ones are obtained replacing

f with —f. O
Remark 4.13. (1) If f has an isolated critical point at the origin then we recover the
Khimshiashvili formula because
ATyt — e o

and AT = A~ = deg,V/.

(2) If we denote by Sp the stratum that contains 0 and if we assume that dim Sy, > 0,
then by the Thom (ay)-condition, the polar curve I', is empty in a neighborhood of 0
if v ¢ S" 1N (T,S0)*. Then applying Equality (1) of the previous proof, we recover
Corollary 3.5. Actually, we can say more about the relation between the topologies of
f7Y(£6) N Be and f~1(£6) N B. N {v* = 0}. As mentionned in the proof of Theorem
4.12, the critical points of v* restricted to f~*(+d) NS, lie in {v* # 0} and are outwards-
pointing (resp. inwards-pointing) in {v* > 0} (resp. {v* < 0}). So we can apply the
arguments of the proof of Theorem 6.3 in [13] to get that f~!(48) N B, is homeomorphic
to f71(£0) N BN {v* =0} x [-1,1].

5. ONE DIMENSIONAL CRITICAL LOCUS AND A REAL LE-IOMDINE FORMULA

In this section, we apply the results of Section 4 to the case of a one-dimensional singular set,
in order to establish a real version of the Lé-Iomdine formula.

Let f: (R",0) — (R,0) be a definable function-germ of class C", 2 < r. We assume that
dim ¥; = 1. In a neighborhood of the origin, the partition

(F7HO)\ ¢, 25\ {0}, {0})

gives a Whitney stratification of f~!(0) which satisfies the Thom (as)-condition, because the
points where the Whitney conditions and the Thom (as)-condition may fail form a 0-dimensional
definable set of X \ {0}. Let C be the set of half-branches of ¥y, i.e., the set of connected
components of X\ {0}.

Lemma 5.1. There exists a definable set X3 C S"~1 of positive codimension such that if v ¢ 33,
v* does not vanish on Xy \ {0} in a neighborhood of the origin.

Proof. Let ¢ € C. If v* vanishes on ¢ in a neighborhood of the origin then, if u # 0 is on Cyc
(the tangent cone at c at the origin) then v*(u) = 0 and so v € ut. So if v ¢ Ueec(Coe)t then
v* does not vanish on ¥\ {0}. But (Uecee(Coe)t) N S™~! has dimension less than or equal to
n— 2. g
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From now on, we assume that e; € S™1 is generic, i.e., e; ¢ ¥1U¥2UY3. Since e; ¢ Y3, there
exists a; > 0 such that for 0 < a < ay, x7'(+a) intersects Y #\{0} transversally and so, the points
in z7!(+a) N (2 \ {0}) are isolated critical points of Ji{z1=+a}- For g € z7 (a) N (2 \ {0}),
we denote by dengflm;1(ia) the topological degree of the mapping

Vf:r_l a
—l Ga) z7 (+a) N S (q) — S™ 72,
IV flor ()|
where S¢/(g) is the sphere centered at ¢ of radius € with 0 < € < 1.
Let us write C = CTUC™ where CT (resp. C™) is the set of half-branches of C on which z; > 0
(resp. x1 < 0).

Lemma 5.2. Let ¢ € Ct. There exists ac > 0 such that the function a — dengf|$;1(a), where
{¢} = cn{z1 = a}, is constant on |0, ac].

Proof. Tt is enough to prove that there exists an interval ]0,ac] on which the function
a dengflmfl(a) is locally constant. Let d : R® — R be the distance function to c. It is
a continuous definable function and there exists an open definable neighbourhood U of ¢ such
that d is smooth on U \ c. Moreover we can assume that d is a (stratified) submersion on
{f<0}nU\c).

Let m: {f <0}N(U\c) — R? be the mapping defined by 7 (p) = (x1(p),d(p)) and let A C R?
be its (stratified) discriminant. It is a definable curve included in R x R* and so A N (R x {0})
is a finite number of points. Let us choose a. > 0 such that

ac <min{z1(u) [ ue AN (R* x {0})}.

If 0 < a < ac, then there exists t > 0 and € > 0 such that Ja — ¢, a + ¢[x]0, €[ does not meet A.
Hence the function

la—t,a+1t[x]0,e] — R
(a',€) = x({f<0tn{z=d}in{d=¢})
is constant. Therefore by Corollary 2.4, the function o’ — degq,Vflml_l(a,) is constant on
la—t,a+t 0

Of course, a similar result is valid for c € C~. If ¢ € C, let us denote by 7(c) the value that
the function a — deg,V f|,—1(,), {¢} = cN{x1 = a}, takes close to the origin.

Definition 5.3. We set v =3 .. 7(c) and v~ =3 .- 7(c).
In this setting, Theorem 4.12 admits the following formulation.
Theorem 5.4. Assume that e; ¢ X1 UXoUX3. For 0 < 0 < e < 1, we have
X(fTH=0)NB) =1-1" =7~ =1-2% —4F,
V(FHO) N B) =1 = (“1)"(AF —57) =1 (~1)"(A~ — 7).

Proof. Since T'y,, N f~1(0) = (), the critical points of J{z1=+a} In U, a]), 0 < a < < e,
are exactly the points in XN {z1 = +a}. An easy adaptation of the proof of the Khimshiashvili
formula (Theorem 2.3) gives that

VT =T T =T AT = () and T = (<) T
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We remark that A~ +~~ = At +~T. Moreover, if n is even, we have
X(f7HO)NB) = x(fTH(=6)NB) =" +97,
X(FYO)NB) +x(f (=) NB) =2 - A"+ 1),

and if n is odd, we have
X(f_l(‘s) N Be) - X(f_l(_(s) N Be) = AT + A7,

X(F7HO) NBe) +x(f7H(=0) N Be) =2~ (v" +77).
Therefore the two sums ), -z o(b) and ) . 7(c) do not depend on the generic choice of linear
function that we used to define them. Moreover, applying Lemma 2.5, we get that if n is even,
XTk({f=0}))=2— (A" +X7) and if nis odd, x(Lk({f =0})) =~ +~".

Let us give an example. Let f(z,v,2) = y? — 22, b > 1 (see [26], Example 2.2). This
polynomial is weighted-homogeneous but we cannot apply Corollary 2.7, for b may be arbitrary
large. Then ¢ = {(0,0,2) | z € R}.

Let v = (1,1,1) so that v*(z,y, z) = +y+2z. We have to check that v satisfies the conclusions
of Lemma 4.1, Lemma 4.4 and Corollary 4.5, and Lemma 5.1. A straightforward computation
shows that

F@—{(m,—x;,iﬂx#O}.

Since T', N {v* = 0} = (), we see that {v* = 0} intersects the stratum f~'(0) \ £; transversally.
Moreover, since v* does not vanish on 3 \ {0}, {v* = 0} intersects the stratum X \ {0}
transversally and so v satisfies the conclusion of Lemma 4.1 (and of Lemma 5.1 as well). It is
clear that I',, is a curve in the neighborhood of the origin. In order to check that the conclusion
of Corollary 4.5 holds, thanks to the computations of Lemmas 4.6 and 4.7, it is enough to check
that det[V f, V f,, V f.] does not vanish on I',. But

det[fo, vfyv sz}(llf, Y, Z) = 72b2x2b727

and so the conclusion of Corollary 4.5 holds. Moreover, since

?(l‘,y, Z) = 7bxbilz + 2y - xba
[

we easily compute that AT = A~ = —1if b is odd and that AT =0 and A= = —2 if b is even.
It remains to compute 4yt and y~. But 4t is the local topological degree at (0,0) of the
function f(x,y,a —x —y), a > 0, that is the local topological degree at (0,0) of the function

(z,y) — y? — ax® + 2Pt + yad.

Then it is not difficult to see that v* = —1 if b is even and v+ = 0 if b is odd. Similarly v~ =1
if b is even and v~ = 0 if b is odd. Therefore, applying Theorem 5.4 and Lemma 2.5, we obtain
that

X(f7H=1) =2, x(f71(1) = 0 and x(Lk({f = 0})) = 0.
In the rest of the section, we will apply Theorem 5.4 to establish a real version of the Lé-
Tomdine formula. From now on, we assume that the structure is polynomially bounded.

Lemma 5.5. There exists ng € N such that

[fer () > |21 (p)[* and |f(p)| > [z1(p)[™,

for p e 'y, close to the origin.
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Proof. For u > 0 small, we define 5(u) by

B(u) = mf{|fz,(p)| | p € Doy N {|21] = u}}.
It is well defined because I';; N {|z1| = u} is finite and S(u) > 0. The function S is definable
and so is the function a(R) = B(+%), defined for R > 0 sufficiently big. Then there exists ng € N
such that ﬁ < R™ for R > 0 sufficiently big. This implies that 5(%) > ﬁ7 ie., B(u) > um
for v > 0 sufficiently small. Hence for p € I';;, sufficiently close to the origin, we have

| o1 ()] > |z1(p)|"™.

A similar proof works for the second equality because f and x; do not vanish on I'y,. O
Let us fix k € N with k > ng + 1 and let us set g(z) = f(z) + 2V.

Lemma 5.6. The function g has an isolated critical point at the origin.

Proof. A point p belongs to (Vg)~1(0) if and only if

of k=1 \ _ of
8—331(17) + kx{” " (p) =0 and oz,

Let us suppose first that p € X, \ {0}. This implies that z1(p) = 0. Since z; does not vanish
on X7\ {0} close to the origin, this case is not possible. Let us suppose now that p ¢ ¥y. Then
p belongs to I'y, and so z1(p) # 0 and fy, (p) # 0. By the previous lemma, |fz, (p)| > |z1(p)|™
which implies that k|z1(p)|*~! > |21(p)|™, and so |z1(p)|*~™~! > I in the neighborhood of the
origin. This is impossible by the choice of k. The only possible case is when p is the origin. [J

(p) =0 for i > 2.

The previous lemma unables us to use the Khimshiashvili formula to compute the Euler
characteristic of the Milnor fibre of g. We will relate deg,Vg to the indices AT, A=, v and v~
Before that we need some auxiliary results. Let

Iz (g) ={z e R"\ &, | rank(Vg(z),e1) < 2}.
Lemma 5.7. We have I'y, (g) N {g =0} = 0.
Proof. If it is not the case this implies that the following set

{9=0}"{ge, = ... = go, =0} N {21 =0} \ {0}
is not empty in the neighbourhood of the origin. Therefore the set

{fzo}m{fxz:"':facn:o}m{xlzo}\{o}

is not empty in the neighbourhood of the origin. But this is not possible because

{f=00{far = . = fa.} =3¢
and {z1 =0} \ {0} NX; =0. O

Lemma 5.8. The set T';,(g) admits the following decomposition:
Iz (9) =Ty U(Ef \ {0}).

Proof. We see that p € T';,(g) if and only if g,,(p) = ... = gz, (p) = 0 and g,, (p) # 0. Since
92: (D) = f2,(p), i = 2,...,n, it is clear that 'y, U (X5 \ {0}) C Ty, (g9). If p € Ty, (g) then
foa(p) = ... = fo, (p) = 0 and fy, (p) + ka1 (p)*~" # 0. If fo, (p) # 0 then p € Ty If £, (p) = 0
then p € X, \ {0}. O

Lemma 5.9. Ifp € T';,, then det [ngl ®),..., Vs, (p)] #0 and
sign det [ngl ).V, (p)] = sign det [mel ()., Vi, (p)]
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Proof. Let p € T,,. We have g, (p) = fu,(p) + kz¥~'. By the choice of k, this implies that
sign g, (p) = sign fz, (p). Using the computations of Lemmas 4.6 and 4.7, we see that

8(.’171,fw2; . -7fwn)
6(951, ce 7xn) (p)> '

sign et [V fu (p), ... Vo ()] = sign (m(p)fml ®)

But
' a(mlvfzw"wfmn)( )_ 8(55179352'--7930”)()
O(x1, ..., xy)  O(xy,...,Tp)

SO W(p) # 0. Since z1(p)gs, (p) # 0, we obtain that
det [Vge, (p);- -+ Vga, ()] #0

and since sign g, (p) = sign fz, (p), we conclude that
sign det[Vga, (p), ..., Va, (p)] = sign det[V 2, (p), ...,V [z, (p)].

O

Lemma 5.10. Assume that k is even. If ¢ € Xy \ {0} is close enough to the origin and
r1(q) = a, then deg,V fi(z,=a} is equal to deg, (Vg — Vg(q)), where deg,(Vg — Vg(q)) is the
topological degree of the mapping
Vg —Vyg(q) -1
——:S.(q) > S™
Vg —Vg(q)| @

with 0 < € < 1.

Proof. We have that deg,V fj(z,=a} 1 equal to the topological degree of the mapping
% : Ser(q) = S" ! where W = (21 — a, fry,-- -, fz,). But

v.g - Vg(Q) = (f-Ll + k'rllc_l - kak717 fwgv AR fln)
and so, since f;,(¢) = 0 and k — 1 is odd, there exists a small neighborhood of ¢ on which

far + lm’ffl — ka*~! and 21 — a have the same sign. If ¢ is small enough, then the mappings

% and IWW\ are homotopic on S¢/(g). Hence the two topological degrees are equal. [

Proposition 5.11. If k is odd, then
degoVg=A" =T+t —47.
If k is even, then
deggVg ="+ = AT +~T.
Proof. Let 7 > 0 be a small real number. The set (Vg)~1(—n,0,...,0) is finite because I';, (g)
is one-dimensional. Let us write
(v.g)_1<_77707 e 70) = {p17 e 7ps} U {qla cee 7QT}a
where
{plv cee 7ps} = (VQ)il(_nvov ce 70) N Pﬂﬁl
and
{g1,-- - ar} = (Vg) ' (=n,0,...,0) N (X4 \ {0O}).
Therefore we have

deggVg = > deg, (Vg — Vg(p:) + »_deg, (Vg — Vg(g;)).

i=1 j=1
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If k is odd, (Vg)~1(—n,0,...,0) N (Z; \ {0}) is empty and, by the choice of k,
(Vg)"H(=n,0,...,0) NTs, = (Vg) " (=1,0,...,0) N [Upep-b].
Using Lemma 5.9, we conclude that
degyVg= A" = AT+ —
If k is even then

(Vg) ™' (=n,0,...,00N (24 \ {0}) = (Vg) " (-n,0,...,0) N [Ueec-c] .
Using Lemma 5.10, we conclude that degoVg = A"+~ = AT + 7. O

Now we are in position to formulate the real version of the Lé-Iomdine formula.

Theorem 5.12. Assume that e; ¢ X1 UXy UX3 and that k >ng+ 1. For 0 < d < e < 1, we
have
- if k is odd,
x(g7H(=8) N B) = x(fH(=0)NB) +77,
x(g7 )N Be) = x(f71(0) N Be) + (=1)" 4T,
- if k is even,
x(g7 (=0) N Be) = x(f~'(=8) N Be),
X(97H0) N Be) = x(f7H(8) N Be) + (=1)" (v +77).
Proof. We know that X(gfl(f(?) n BE) =1—deg,Vyg. If k is odd, this gives

o OB = 1= =581 B) 4

If k is even, this gives
x(g7H(=8) N B)ZI*A’*V’:X(FI(%)HB&).
We know that x(g~*(6) N Be) = (—1)"deg,Vg. So if k is odd, then

X(g7'O)NB) =1~ (=1)"A" = x(f1(0) N Be) — (1)
If k£ is even, we get that
X(g7HO)NB) =1—(=1)"(\" +77)
=1-(1)"A" =) = (=)"(vF +97)
=x(/TH )N B) = (=1)" (v +77).
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A GEOMETRIC DESCRIPTION OF THE MONODROMY OF
BRIESKORN-PHAM POLYNOMIALS

AURELIO MENEGON

ABSTRACT. We give an explicit construction of Lé&’s vanishing polyhedra for a Brieskorn-
Pham polynomial f. Then we use it to give a geometric description of the monodromy
associated to f. It allows us to write the matrix that determines the induced algebraic
monodromy. In particular, this provides another proof for the Brieskorn-Pham theorem,
which says that the characteristic polynomial associated to the monodromy of f is given by
A(t) =II(t — wiwa . ..wn), where each w; ranges over all a;j-th roots of unity other than 1.

1. INTRODUCTION
Let f: C™ — C be the polynomial map given by
flzr, oo yzn) =27 4o+ 2o,

with a; € Nand a; > 2, for j =1,...,n.

Pham [8] constructed a polyhedron P in the Milnor fiber Fy of f which is a deformation
retract of Fy. Moreover, he showed that P (and hence Fy) has the homotopy type of a wedge
of p(f)-many spheres S"~!, with

w(f)= (a1 —1)(az—1)...(ap, —1).
Afterwards, Brieskorn [2] studied the topology of the complex variety f~1(0), so now the poly-

nomials above are known as Brieskorn-Pham polynomials.
They also studied the algebraic monodromy

h*: Hn_l(Ff;(C) — Hn_l(Ff;(C)

associated to the Milnor fibration of f. They showed that the characteristic roots of the linear
transformation h* are the products wiws ...w,, where each w; ranges over all the a;-th roots of
unity other than 1. So the characteristic polynomial of h* is given by

Alt) =TIt —wiws ... wy) .

Later, many other mathematicians have studied the monodromy associated to singularities.
See [3] for a survey on this subject.

In this paper, we use Lé’s construction ([4] and [5]) of the vanishing polyhedron P in Fy to
give a geometric description of the induced monodromy h : P — P. It allows us to explicitly
construct the matrix defined by the induced geometric monodromy h* with respect to a given
basis for H,,_1(P) (compare to [7], page 75). In particular, it provides another proof for the
Brieskorn-Pham theorem.

The approach suggested by this paper could be useful to study the monodromy associated to
real analytic map-germs with an isolated critical point.

On the other hand, the explicit construction of a Lé&’s vanishing polyhedron for this family
of complex functions is a quite interesting example illustrating Lé’s construction in a concrete
case.
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There is another way of describing the geometric monodromy of certain classes of singularities,
which have recently been developed by A’Campo. In the last section of his very interesting
preprint [1] he explains the so-called téte-a-téte monodromy for Brieskorn-Pham polynomials in
three variables.

The author thanks José Luis Cisneros-Molina for encouraging him to write this article. He
also thanks the referee for his good suggestions towards the improvement of the format of this
manuscript.

2. LE’S VANISHING POLYHEDRON

In [4] D.T. Lé sketched a proof of the following theorem, whose complete proof was given
later in [5] by the author and himself.

Theorem 2.1. Let X C CV be a reduced equidimensional complex analytic space and let
S = (Sa)aca be a Whitney stratification of X. Let f : (X,z) — (C,0) be a germ of com-
plex analytic function at a point x € X. If f has an isolated singularity at x relatively to S and
if € and n are sufficiently small positive real numbers as above, then for each t € D} there exist:

(1) a polyhedron Py of real dimension dim¢ Xy in the Milnor fiber X;, compatible with the
Whitney stratification S, and a continuous simplicial map:

gt : 8Xt — Pt
compatible with S, such that X; is homeomorphic to the mapping cylinder of 5};
(#) a continuous map VP, : Xy — Xo that sends P, to {0} and that restricts to a homeomor-
phism X\ P, — Xo\{0}.

In this section, we review the general lines of Lé’s construction of such a vanishing polyhedron
in the case of a complex function-germ f : (C™,0) — (C,0) with n > 2 and with isolated critical
point.

Let ¢ : (C™,0) — (C,0) be the germ of a linear form and consider the map-germ

é¢ : (C™,0) — (C?,0)

defined by ¢¢(z2) := (£(2), f(2))-

For a generic choice of ¢ the critical set of ¢, is either empty or a smooth reduced complex
curve, whose closure I' has image by ¢, a complex curve A in C? (Lemma 21 of [5]). We say
that T' is the polar curve of f relatively to £ and that A is the polar discriminant of f relatively
to L.

Then the map ¢y induces a locally trivial fibration

¢ ¢y (D, X Dy, \ A)NBe = Dy, x Dy, \ A,

where 77 and 7o are small enough real numbers, with 0 < 72 < 7, < ¢ (Proposition 22 of
[5]). The Milnor fiber f='(t) N B, of f is homeomorphic to the set F} := ¢, '(D;) N B, (see
Theorem 2.3.1 of [6]) for t € Iy, \ {0}, where

Dt = ]D)’Ol X {t} .
Notice that for each t € I, \ {0} fixed, the restriction of ¢, induces a locally trivial fibration
G (B \A{ya(8), - we(0)}) NBe = D\ {1 (2), -,y (t)}

where
{a(t),...,yx(t)} == AN Dy.
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We can suppose that A, := (0,¢) isin Dy \{y1(¢),...,yx(t)}. Foreach j =1,...,k, let 6(y;(¢))
be a simple path in D, starting at A, and ending at y;(¢). We can choose ); in such a way that
these paths are disjoint away from ;. Finally, set

k
Qu = |J a(y; (1))
j=1

With this notation, we can now construct the Lé’s vanishing polyhedron. This is done by
induction on n.

For n = 2 we just set

Py:=071(Q)
and the lifting of a suitable vector field on D; that deformation retracts it onto Q; gives a
deformation retraction of F; onto P; (see Lemma 25 and Proposition 27 of [5]).

Actually, the constructions above can be made simultaneously for every ¢ in a simple path ~
in Dy, joining 0 and some ty € OD,,. The resulting polyhedron P, is called a collapsing cone
along 7.

Now suppose n > 2. By the induction hypothesis we have a vanishing polyhedron P/ in the
local Milnor fiber F/ of the hyperplane section

ff:Cc"n{t=0} —>C.

For each point y;(t) € AN D, let x;(t) be a point in the intersection of the polar curve T
with Z;l(yj (t)) Without losing generality, we can assume that x;(¢) is the only point in such
intersection. Also by the induction hypothesis, there is a collapsing cone P; for the restriction
of the map ¢; to a small neighborhood of z;(¢). The “basis” of a such cone is the polyhedron
Pj(a;) := P; N ;' (a;), where a; is a point in d(y;(t))\y;(t) close to y;(t).

Since 4; is a locally trivial fiber bundle over §(y;(t))\y;(t), we can “extend” the cone P;
until it reaches the “central” polyhedron P;. This gives a polyhedron C;. The union of all the
polyhedra C; together with P/ gives our vanishing polyhedron P;.

FIGURE 1.

3. VANISHING POLYHEDRON FOR BRIESKORN-PHAM POLYNOMIALS

In this section, we will follow the steps pointed in Section 2 above to construct a Lé’s vanishing
polyhedron for a Brieskorn-Pham polynomial

flasemm) =200 4
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with a; € Nand a; > 2, for j =1,...,n.

3.1. The two-dimensional case. Since the construction of a Lé’s vanishing polyhedron is
made by induction on the dimension of the domain of the complex function f, we start with the
two-dimensional case. That is, we consider a Brieskorn-Pham polynomial f : C2 — C given by

fla,y) =2+,

with a,b € N and a,b > 2.
Define the linear form £(x,y) = x and consider ¢ : C*> — C? given by ¢ := (¢, f), that is

$(a,y) = (z, 2% + 4.
Its critical set is the curve I' = {y = 0}, which we call the polar curve of f relatively to the
form £. We say that its image A = f(T") is the polar discriminant of f relatively to £. It is the
complex curve in C? given by

A = {(u,v) € C* u®* —v =0}.
One can consider small real numbers 0 < 12 < 1; < € < 1 such that the restriction
(b\ : d)il((Dm X Dﬂ2) \ A) QBE - (Dm X Dﬁz) \A

is a topological locally trivial fibration (see Proposition 22 of [5]).

For any t € D, set

Dt = ]Dn X {t} .
If t # 0, the local Milnor fiber f~1(t) N B, of f at 0 € C? is homeomorphic to
Fy= ') ne (D, NB.

(see Theorem 2.3.1 of [6]).
Now, for any ¢t € ID,, the map ¢ induces a map

& : Ft — .Dt
which is a locally trivial fibration over D; \ (A N Dy).
Notice that )
AND;={(tew?,t)€C* 0<a<a—1},
where w, 1= exp(%). Moreover, notice that for each o = 0,...,a — 1 one has that
17,1 a 1,
(6) " ((tewg, 1)) = {(tawg,0)} .
Now, for each a =0,...,a — 1 fixed, consider the path d;  in D; given by
St (r) = (rtawl t) ; 0<r <1
Notice that
()~ ((rt7wg 1) = {(rtswd, (1= r")htbw)) € C 0 < B <b—1).
Hence (¢;)7'(d,,) is the union of the b-many paths p, s in F} given by
Pa,p(r) = (rtéwg‘, (1-— r“)%t%wbﬁ) ;0<r<1
with 8 =0,...,b—1. Each path p, s start at the corresponding point (0, t%w{j) € (6)71((0,1)).
All the paths p, g end at the point (tvwe,0) = (€t)*1((t5wg‘,t)).
So the vanishing polyhedron P, is given by

P, = U tr(pa,g)
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where t7(pq,g) denotes the trace of the path pq g(r), with 0 <r < 1.

Following [5] we have that P; is a deformation retract of F;. It is easy to see that P; is
homeomorphic to the join of (¢;)71((0,¢)) and (¢;)~*(A N D,). The first one is a set of b-many
points and the second one is a set of a-many points. Hence the Milnor number of f is given by

u(f) = (a=1)(b—1).
3.2. The general case. Now, given n > 2, consider a Brieskorn-Pham polynomial
[l mm) =20 4+
with a; € Nand a; > 2, for j =1,...,n.
Define the linear form £(z1,...,2,) = 2, and consider ¢ : C* — C? given by ¢ := (¢, f). Its
critical set is the polar curve
F:{zlz...zzn_l :0}’
and its image
A = {(u,v) € C* v —v =0}.
is the polar discriminant of f relatively to /.
As before, one can consider small real numbers 0 < 175 < 17; < € < 1 such that the restriction
¢ - Cb_l((Dm x Dy, ) \ A) NBe = (Dy, x Dy) \ A
is a topological locally trivial fibration, so that for any ¢ € ID,,, the map ¢ induces a map
gt Fy— Dy
which is a locally trivial fibration over Dy \ (A N D;), where D; :=D,, x {t} and
Fy:= ') ne(D,) NB.

is homeomorphic to the local Milnor fiber of f at 0 € C™.
Notice that
AND; = {({t"*wi 1) € C% 0 < an < ap, — 1},
where w,,, = exp(ZX).
Let f” be the restriction of f to £7(0). That is

(215 2n1,0) == 20 o+ 20"
By induction on n, we have a Lé’s polyhedron P/ in F} := F; N {z, = 0} such that
Pt/ = U tr(pa17.__,a”’71)

0<aj<a;—1
1<j<n=1

where each pa, .. a,_, : ([0, 1})”72 — F} is a parametrized space.
Example 3.1. For n = 3 we have

.
Pay.an (1) = (rterwgl, (1 =)

1
a

1
2tozwg?) s 0<r<1.

Now, for each point y,, := (/% wd ) in (AN Dy), with 0 < a, < a,, — 1, set
Ta, = ()7 (Yo, ) VT = (0., 0,/ wir).

Then consider the map-germ 3
gan : (Ft,.]fan) — ((Cayan)
given by the restriction of £ to F;. As in Section 2 above, we can use the induction hypothesis

to construct a collapsing cone P, of gan, for each o, =0,...,a, — 1 fixed, so that:
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(1) Each P, is the union of parametrized spaces

(#4) Any two of them intersect exactly at P;.
So
Pt = U tr(qgi...,(xn_l) :

Ogajgaj—l
1<j<n

Example 3.2. In the case n = 3 we have the map-germ
45043 : (Ftaxag) - (C27ga3)

given by ¢a, (21, 22, 23) := (21, 23), Where §a, = (0,#1/3wg3). Tts critical points are the points

in F; at which
of of Of
821 622 623
det | 1 0 0 ]=0

0 0 1

Hence the relative polar curve of 57% is the curve

Loy i=FN{z =0}
and its polar discriminant is the curve
Ag, = {u® + 0% =1t}
Setting D, := Dy, x {7} for iy sufficiently small, we have that
A, N Dy = {((t —7%)Y410w2 7)€ C% 0< oy <ap —1}.

ai ?

So for each a3 = 0,...,a; — 1 fixed, consider the path §¢3 in D, given by

7,01

623 (r) = (r(t — Ta3)1/a1w2‘11,7) ;0<r<1.

7,01

Then (a,) (622, (r)) is the set of points (21, 22, 7) € C? such that

7,01
2P+ 22+ 7% =t and 2z =r(t— TQS)I/‘“wg‘f )
Since ) )
Tt —TR) F 2+ TR =t S = (-T2 (1 1" ) 2 w2
with ap = 0,...,a0 — 1, it follows that ((5623)_1 (6"‘3 ) is the union of the as-many paths

T,01

1

030y (1) i= (r(t = 7903wl (1= )35 (£ — 7%) B2, 7) 5 0 <7 < 1.
1

Now make 7 move along the semi-line that passes through ¢°3wg?, that is, consider:
Tos (k) i= (1 —K)t7 Wl ; 0<k<1.
Then the collapsing cone P,, of Zas, for each a3 =0,...,a3 — 1, is given by

Po, = U qgf,o&g ([07 1] X [07 1]) s

0<aj<ap—1
0<as<ap—1

where gg? ,, is the parametrized surface in P; given by

G5 0y (ry k) = (rt7 (1 — (1= K)™) 2502, (1 — )22 67 (1 — (1 — k)™) 72022, (1 — k)75 wl?) .
Notice that 3?2 ,,(7,1) = Pay,a, (1), S0 any two collapsing cones of the type Py, as above intersect
at Py.
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So we finally have that
= |J P
OSOt;gSag—l
and hence
= | ¢%a.(0,1x0,1])
OSOcl Salfl
OSOLzSag—l
0S0{3§(I3—1
is the Lé’s vanishing polyhedron for f.
Since P/ has the homotopy type of a wedge of (a; — 1)(ag — 1)-many circles, it follows that
P, has the homotopy type of a wedge of (a; — 1)(az — 1)(ag — 1)-many spheres S?. O

4. THE MONODROMY OF THE BRIESKORN-PHAM POLYNOMIAL

Consider the characteristic homeomorphism h; : F; — F; given by

hi(z1,. .., 20) = (ez’ri/alzl, e ezm/a"zn) .
Identifying a; ~ 0 for each ¢ = 1,...,n one can check that the characteristic homeomorphism
h takes each gg» ., | onto qg;‘ill 7777 a,_,+1- This gives a geometric view of the monodromy of

f (see the examples below).
Notice that the homology group H,_1(F;) is generated by (n —1)-cycles o(aq, ..., ay), where
each one of them is a sum (with signals) of 2"-many parametrized spaces ¢q7 .
Moreover, one can check that

ht(o(al,...7an)) =o(la1+1,...,0,+1)
if0<a; <a;—3foranyi=1,...,n; and that ht(a(al,‘..,an)) equals

@iy —241 iy, —2
(D% >0 D olar 1,0, 1)
i1=0 ix=0
if ;;, =a;;, —2for j=1,...,k and o; < a; — 2 for i ¢ {i1,...,ix}. This gives a homological
view of the monodromy of f.
Next we consider the two and the three dimensional cases, so the reader can actually see this
geometric description of the monodromy of a Brieskorn-Pham polynomial.

4.1. Two-dimensional case.

Consider f(z,y) = % + y® and let hy : F; — F}; be the characteristic homeomorphism, given
by
he(z,y) = (2™ "z, e*™/y) .
Notice that

he(Pa,s(r)) = he((rtews, (1= r*)otvwy)) = (rtawg ™, (1 - r*)tow) ™)
forany 0<r<1,0<a<a—1and 0< B <b—1. So if we identify a ~ 0 and b ~ 0 we have
that
hi(Pa(r)) = Pat1,p41(r) .
In particular, hy(P;) = P;.
Now observe that the homology group H;(P;) is generated by the cycles

U(Qa 5) = Pa,p — Pa,B+1 — Pa+1,8 +po¢+1,[3+1
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with 0 <a<a—2and 0 < <b—2. So we have that

hy (U(a, 5)) = Pa+1,8+1 — Pa+1,84+2 = Pa+2,8+1 + Da+2,8+2 -

‘We have some cases:

(i) f0<a<a-—3and 0 < <b-— 3 then one clearly has

ht(U(a,ﬁ)) :O'(O(—f—l,/@-i-l)
(i) f0<a<a—3and 8 =0—2 then

hy (0(06 b— 2)) = —Pa+1,0 T Pa+1,b—1 + Pa+2,0 — Pa+2,b—1
= —o(la+1,0)—oc(a+1,1)—---—o(a+1,b—1).

(#i7) Analogously, if « =a —2 and 0 < < b — 3 we have that
hi(o(a—2,8)) =—0(0,84+1)—0(1,8+1)—--—c(a—1,8+1).

(iv) f a =a—2and S =0b—2 then

ht (a(a —-2,b— 2)) = P0,0 —Pob—1 — Pa—-1,0 t Pa—1,b—1

a— b— ..
Zz’:@z Zj:?) o (i, j)-
So we have showed that

ola+1,64+1) f0<a<a—-3and0<B<b-3
b—2 o
—> _qso(la+1, f0<a<a—3and f=b0-—2
(ol ) =3 2y 7t ’
fzizzoz(zz,ﬂJrl) ifa=a—2and0<3<b-3
Yo 2j—po(i,j) fa=a—2and f=0-2
Notice that since Hq(P;) has a finite basis, then h} has finite order. So, by a theorem from
Linear Algebra, we know that the minimal polynomial of h; is a product of distinct cyclotomic

polynomials. In particular, the roots of the characteristic polynomial of h; are products of roots
of the unity whw}.

Example 4.1. Consider f(z,y) = 2° + y>. Then a = b = 3 and we have the following basis for
Hl(Pt)Z
So the matrix of the homomorphism hj : Hy(P;) — H;(FP;) in the basis B is given by:

0 0 0 1
0 -1 1
-1 0 1
-1 -1 1

[hi15 =

—_ o O

A simple calculation shows that the characteristic polynomial is
p(A) = (A =1\ +1).
Example 4.2. Consider f(z,y) = 2® + y* and consider the following basis for Hy(P;):
B ={0(0,0),0(0,1),0(0,2),0(1,0),0(1,1),0(1,2)}.
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So the matrix of the homomorphism h} : Hy(P;) — H;(FP;) in the basis B is given by:

00 0 0 0 1
00 0 -1 0 1
Bp— |00 0 0 1
B~ o 0 -1 0 0 1
10 -1 -1 0 1
01 -1 0 -1 1

4.2. Three-dimensional case. Consider
f(z1,20,23) = 20" 4+ 252 + 25° .
The characteristic homeomorphism h; : F; — F; is given by
hi(z1,22,23) = (62”/“121, e2milaz 5, 62”/“323) )
So if we identify a; ~ 0, 1 = 1,2, 3, we have that

ht (qgf,ag (T7 k)) - qgfi% a2+1(r7 k) )

for any (r, k) € [0,1] x [0, 1]. In particular, he(P;) = P;.
Now observe that the homology group Hy(P;) is generated by the 2-cycles given by

S (o %: asg asz+1
0'(041, 2, 043) = qaf,ag - qal-i-l,ozz - qal,az-‘rl qu’O&
as az+1 az+1 az+1
+ Qo) +1,00+1 + 4o’ +1,0z + Goy,as+1 — 9ot +1,00+1
with 0 < ; <a; —2fori=1,2,3.
Then some calculations as before give that h, (a(al, o, ag)) equals to:

olag + 1,2+ 1,5+ 1) if0<ao; <a;—3,fort=1,2,3

—2?1020(2 as+1,a3+1) ifar=a1 -2, 0<as<as—3and 0< a3 <az—3
72?2020(a1+1,j,a3+1) if0<a;<a;—3, as=as—2and 0< a3z <az—3
*Zk 0 U(a1+1 as + 1,k) fo<a;<a;—3,0<ay<ay—3and ag = a3z — 2
ko QZJ 0, a(z Jyaz+1) for=a1—2, as=as—2and 0< a3 <az3—3
Sito 2Zk o U(z,ag—i—Lk) ifar=a1 -2, 0<ay<as—3and a3 = ag — 2
Zaz 2223020(a1+1j,k‘) if0<o;<a;—3, ap =as —2and oz = as — 2

> 22‘12 2223020(1 g, k) ifag =a; —2, ap =ay—2and az = ag — 2

Example 4.3. Consider f(z,y) = 27 + 25 + 23 and consider the following basis for Hy(P;):
B = {0-(07 07 0)’ 0.(07 07 1)’ 0.(07 1’ 0)7 0(07 1’ 1)} -

So the matrix of the homomorphism h; : Hy(FP;) — H2(FP;) in the basis B is given by:

0 00 -1
a5 |0 01 <1
hls=10 1 0 21

-1 1 1 -1



189

REFERENCES

[1] N. A’Campo, Téte-a-téte twists and geometric monodromy, Preprint.

[2] E. Brieskorn, Beispiele zur Differentialtopologie von Singularititen, Invent. Math., 2: 1-14, 1966.
DOI: 10.1007/bf01403388

[3] W. Ebeling, Monodromy, Singularities and Computer Algebra (Ch. Lossen, G. Prister, eds.), Conference on
Occasion of Gert-Martin Greuel’s 60th Birthday, London Math. Soc. Lecture Note Series 324, Cambridge
University Press 2006, 129-155. DOI: 10.1017/CB09780511526374.008

[4] D.T. Lg, Polyédres évanescents et effondrements, A féte of topology, 293-329, Academic Press, Boston, MA,
1988. DOI: 10.1016/b978-0-12-480440-1.50018-6

[5] D.T. Lé and A. Menegon Neto, Vanishing polyhedron and collapsing map, Math. Zeitschrift, v. 286 (2017),
p. 1003-1040. DOI: 10.1007/s00209-016-1793-8

[6] D.T. Lé and B. Teissier, Cycles evanescents, sections planes et conditions de Whitney II, in Sin-
gularities, Part 2., Proc. Sympos. Pure Math. 40, pp. 65-103. Amer. Math. Soc., Arcata (1981).
DOI: 10.1090/pspum/040.2/713238

[7] J.W. Milnor, Singular points of complex hypersurfaces, Ann. of Math. Studies 61, Princeton, 1968.

[8] Frédéric Pham. Formules de Picard-Lefschetz généralisées et ramification des intégrales. Bull. Soc. Math.
France, 93:333-367, 1965. DOIL: 10.24033/bsmf.1628

AURELIO MENEGON, UNIVERSIDADE FEDERAL DA PARATBA, DEPARTAMENTO DE MATEMATICA, CEP 58051-900,
JoAO PESsoA - PB, BRAZIL
Email address: aurelio@mat.ufpb.br


https://doi.org/10.1007/bf01403388
https://doi.org/10.1017/CBO9780511526374.008
https://doi.org/10.1016/b978-0-12-480440-1.50018-6
https://doi.org/10.1007/s00209-016-1793-8
https://doi.org/10.1090/pspum/040.2/713238
https://doi.org/10.24033/bsmf.1628

Proc. of 15th International Workshop

on Singularities, Sao Carlos, 2018
DOT: 10.5427/jsing.2020.22m

Journal of Singularities
Volume 22 (2020), 190-204

BOUQUET DECOMPOSITION FOR DETERMINANTAL MILNOR FIBERS

MATTHIAS ZACH

ABSTRACT. We provide a bouquet decomposition for the determinantal Milnor fiber of an
Essentially Isolated Determinantal Singularity (EIDS) of arbitrary type. The building blocks
of the decomposition are (suspensions of) hyperplane sections in general position off the origin
of the generic determinantal varieties. For the special case of 2 X n-matrices we give a full
description of the homotopy types of the determinantal Milnor fibers as a wedge of spheres.

1. RESULTS

In this note we will apply a general Bouquet Decomposition Theorem by M. Tibar [13] in the
case of an Essentially Isolated Determinantal Singularity (EIDS, see [4]) to prove the following:

Theorem 1.1. Let (Xo,0) = (A~Y(M{, ,),0) C (CN,0) be an EIDS of type (m,n,t) and di-
mension d = dim(Xy,0) =N — (m—t+1)(n—t+1) > 0 given by a holomorphic map germ

A: (CN,0) = (Mat(m,n; C),0).
Suppose A, is a stabilization of A and X, = A N (MY, ) the determinantal Milnor fiber. Define
so:=min{seN:(m—-s+1)(n—s+1) <N}
Then X, is homotopy equivalent to the bouquet

r(s)

1) Y A B A A A L
so<s<ti=1

for some numbers r(s) with sg < s < t.

The spaces M!  and LY* appearing in this theorem are defined as follows. For any triple

m,n m,n

(m,n,t) of non-negative integers we set
M}, :={M € Mat(m,n;C) : rank M < t},

the generic determinantal variety. We define the space Ltmkn to be the interior of the determi-
nantal Milnor fiber of a linear EIDS of type (m,n,t), i.e. the singularity obtained from a generic
linear map germ

®: (C*,0) — (Mat(m,n;C),0).
Note that for the particular case k = m - n — 1 the space LF, is the complex link of M}, ,,

In Formula (1) we denote by S™(X) the r-fold repeated suspension of a topological space
X. We use the same convention as in [13] and set S*(f) = S°, the sphere of dimension 0, and
S%(X) = X for any X.

Theorem 1.1 is a major reduction step in the understanding of the vanishing topology of
essentially isolated determinantal singularities. In particular it implies the known results for the
Milnor fiber of an isolated complete intersection singularity (Xo,0) = (f~1({0}),0) C (CV,0)
given by a holomorphic map germ

f:(CN,0) = (C%0)
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which can naturally be regarded as EIDS of type (d,1,1). In this particular case one has
LLN, = {pt}, so =t =1, and r(s) = p is the classical Milnor number of (Xo,0). Formula (1)
therefore reads

r(1)

Xu 2 {pthv \/ SV(0)

i=1
m
~ N—d
=\ S
1=1

In fact, it has already been shown in [13, Corollary 4.2] how to apply the Handlebody Theorem
to reprove the known results [8] on isolated complete intersection singularities and we will follow
the ideas presented there to obtain our generalization for EIDS.

While for ICIS the Milnor fiber is always homotopy equivalent to a bouquet of spheres of the
same dimension, this is no longer the case for determinantal Milnor fibers of EIDS, see e.g. [3],
[5], and Section 4. Several groups have studied the vanishing Euler characteristic for EIDS, see
e.g. [4], [6], and [12]. One approach is to study the behavior of a generic hyperplane equation h
in a determinantal deformation of a given EIDS (Xj,0). The determinantal Milnor fiber X, is
then obtained from its hyperplane section X, N {h = 0} by attaching cells, or, more generally
in the context of stratified Morse theory, so-called “thimbles!”, at Morse critical points of h on
X .. This way, one obtains nice formulas for the vanishing Euler characteristic in terms of the
polar multiplicities of the singularity (Xo,0). However, it is hardly possible to describe the loci
in the hyperplane section X, N {h = 0} at which the attachments take place. This fact destroys
any hope to arrive at a precise description of the homotopy type of X,,.

It is the Carrousel by Lé which sits at the heart of the proof of the Handlebody Theorem
(stated as Theorem 2.4 below) from [13] and which allows us to understand the attachments of
the thimbles. As we will see, however, the setup for the application of the Handlebody Theorem
is quite different from the viewpoint of EIDS. We will describe the transformation of any EIDS
(X0,0) = (A~Y(ME ) € (CV,0) to an isolated relative complete intersection singularity (IRCIS,

m,n

see Definition 3.2)
(X070) = ({fl,l == fm,n = 0}70) C (Z,O)
on a controlled Whitney stratified ambient space

(2,0) = (CY,0) x (M, ,,0)

in Section 3.1. Then, rather than doing an induction argument by cutting down with generic
hyperplanes, we proceed by an inductive argument where we always trade one equation f; ;
defining (Xy, 0) in (Z,0) for a generic hyperplane equation and eventually end up with the space
Lfn]\; — a generic linear section of ann off the origin. During this process, the Handlebody
Theorem allows us to really keep track of the involved attachment processes.

The homotopy type of the spaces Lﬁn’“n has been studied in a few particular cases, see e.g. [5].
The Euler obstructions of the generic determinantal varieties M}, ., which are closely related
to their hyperplane sections Lﬁ;ﬂl‘"’l, can be found in [6] and the Chern-Schwartz-MacPherson
classes of their projectivizations P(M}, ,,) have been studied in [16]. However, there is — at least
to the knowledge of the author — no complete understanding of the homotopy and homology
groups of Lfnkn for arbitrary values of m,n,t, and k.

1By a thimble we mean the pair of topological spaces given by the product of the tangential and the normal
Morse data at a given critical point. This might differ from the cell (D*, dD?) occurring in classical Morse theory,
see [7].
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2. PRELIMINARIES

2.1. Notations and Background. In this article we will make use of the common terms of
stratified Morse theory. The reader may consult the standard textbook reference [7]. Suppose we
are given a manifold N and a closed subspace Z C N with a Whitney stratification ¥ = (Sq)acAa-
For any point p € Z we will write
1,7 :=T,54
for the tangent space of the stratum S, containing p. Furthermore, we say that a smooth map
fitM—-NDZ

from a manifold M to N is transverse to Z if f is transverse to all the strata.

Consider the set X = f~(Z). It naturally decomposes into the sets ¥, = f~1(S,) given
by the preimages of the strata of Z. Whenever f: M — N D Z is transverse to Z in M, the
Y form a Whitney stratification for X and we also say that X inherits the stratification of Z.
In particular, this applies to the case of a closed embedding such as for example the fiber of a
stratified submersion on Z induced from a map on N.

Throughout this article we usually consider closed Milnor balls B for singularities. This
convention always assures that one automatically keeps track of the boundary behavior in de-
formations which can be a particularly tricky task in the setting of non-isolated singularities.
Moreover, the resulting Milnor fibers are always compact stratified spaces which simplifies their
treatment by Morse theory.

Since this note is merely an application of methods which had been developed before, we
will restrict ourselves to the description of how the techniques can be used on determinantal
singularities. To this end, we will review the cornerstones of the proofs of e.g. the Handlebody
Theorem by Tibar and other ideas behind it. However, the reader who is unfamiliar with the
mathematical rigor on singularity theory on Whitney stratified spaces is strongly encouraged to
consult the articles [13], [11], the references given there, and the standard textbook on stratified
Morse theory [7].

2.2. Essentially Isolated Determinantal Singularities. Let (M}, ,,,
be the generic determinantal variety of type (m,n,t):

M}, . = {M € Mat(m,n;C) : rank M < t}.
The canonical rank stratification by
S = My \ My

for 0 < s < min{m,n} 41 is a Whitney stratification of Mat(m, n; C) and M, ,,. This can easily
be deduced by induction from the observation that at any point p € Sy, |, one has a product

0) C (Mat(m,n;C),0)

— mA+n)-(s—1)—(s—1)2
(2) (M:n,pr) = (anj:—ﬁ-ll,n—s+1’ 0) X ((C( Fn)-(e=1)=(s—1) ’0)
of analytic spaces. Consequently, the complex link of ann along the stratum S7, |, is

Lt—s+1,(m—s+1)(n—s+1)—1
m—s+1ln—s+1 .



BOUQUET DECOMPOSITION FOR DETERMINANTAL MILNOR FIBERS 193

The complex links play a central role in the stratified Morse theory on complex analytic varieties
because they determine the normal Morse data, see [7]. In the case of the generic determinantal
variety M}, , we find from (2) that the normal Morse data along the stratum Sy, for s <t is

m,n
given by the pair of spaces

t—s+1,(m—s+1)(n—s+1)—1y rt—s+1,(m—s+1)(n—s+1)—1
(3) (O(Lm—ss—&-l(,?:—;-&-l)(n . )7L7njs+1(,7rrll—;+l)(n st ) ;

where C(X) denotes the real cone over a given topological space X. We adopt the convention
that C(0) = {pt} is just one point.

Definition 2.1 ([4]). A determinantal singularity of type (m,n,t) is given by a holomorphic
map germ
A: (CN,0) — (Mat(m,n; C),0)
such that the space
(Xo0,0) = (A(M;,,),0)  (CV,0)

has expected codimension codim(Xo,0) = codim M}, , = (m —t+1)(n —t 4 1).

A determinantal singularity (Xo,0) given by a matrix A is called essentially isolated, if the
map A is transverse to the rank stratification of Mat(m,n;C) in a punctured neighborhood of
the origin.

It follows directly from this definition that, away from the origin, X inherits a canonical

stratification by the strata
¥ = Ail(anm).
Counting dimensions yields that these strata are nonempty if and only if
(4) min{re N:(m—-r+1)(n—r+1) <N} <s<t.
and that
dim¥*=N-(m-s+1)(n—s+1)>0.

We supplement this stratification with the one-point stratum {0} C Xy at the origin.

An essential smoothing of (Xp,0) is a family

XOCH X

{0} —C
coming from a stabilization
A : (CY,0) x (C,0) — (Mat(m, n; C),0) x (C,0)

of the map A. That is A = A(z,u) = (Au(2),u) with Ag = A and A, transversal to M), ,, for all
u # 0 sufficiently small. Then, the total space of the family above appears as X = A~} (M,‘f,m xC)
and wu is the map given by the deformation parameter.

From a stabilization we can construct the determinantal Milnor fiber as follows. Choose a
representative

AW xU — Mat(m,n;C) x U

of the stabilization A for some open sets W C CV and U C C and let B C CV be a Milnor ball
for (Xo,0) in W. By this we mean a closed ball around the origin such that Xo:=XoNBis
closed, the boundary 0B intersects X transversally, and

X0 = C(9X))
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is homeomorphic to the real cone over its boundary 90X, = 9B N Xy. We can then consider the
family v : X N (B x U) — U. It may be deduced from Thom’s first Isotopy Lemma that v is a
trivial topological fibration along the boundary X N (9B x U) over U and that

u: (XN (BxU))\Xo— U\{0}
is a topological fiber bundle for U small enough.
Definition 2.2. It is the fiber of this bundle
X, = A (M, ,)NB
that we call the determinantal Milnor fiber.

Using the theory of versal unfoldings, one can show that in fact for any given EIDS (X, 0)
the determinantal Milnor fiber is unique up to homeomorphism, see [2] or [15].

Ezample 2.3. Consider the EIDS (Xj,0) C (C5,0) of type (2,3,2) given by the matrix

[z oy =z
A_<vwx>

together with the essential smoothing induced by the perturbation with

u 0 0
0 0 —u/’

It is easily seen that indeed the total space (X,0) C (C°*1,0) is isomorphic to the generic
determinantal variety M3, C Mat(2,3;C) = C® and the map u is a generic linear form on it.
Hence, the determinantal Milnor fiber of (Xj, 0) is nothing but the (closure of the) complex link
ng of (M3 3,0). It is known that ng is homotopy equivalent to the 2-sphere S2, see [5].
2.3. The Handlebody Theorem. In [13], M. Tibar proofs the following theorem for the Milnor
fiber F' of an isolated hypersurface singularity

f:(2,0) = (C,0)
on a complex analytic, Whitney stratified space (Z,0) of dimension dim(Z,0) > 2 and the
complex link L of (Z,0):

Theorem 2.4 ([13], Handlebody Theorem). The Milnor fiber F is obtained from the complex
link L to which one attaches cones over local Milnor fibers of stratified Morse singularities. The
image of each such attaching map retracts within L to a point.

We give a rough outline of the idea of the proof. We may assume (Z,0) C (CV,0) to be
embedded in some smooth ambient space. Let h be the linear equation on CV defining the link
L of (Z,0) and consider

(5) d=(h,f):BNZN® (D xD')—DxD
for a sufficiently small, closed ball B and discs D, D’ C C around the origin. In [11], Lé has

shown the following. There exists a Zariski open set 2 C ((CN )v of linear forms on the ambient
space such that for i € Q the polar variety

L(h, f):i={z€ 2\ f7'({0}) : Ja € C: dh(2)|r.z = a- df(2)|r. 2},
i.e. the critical locus of h on Z relative to f, is a curve which is branched over its image
A=Ak, f) = ®(T(h, f)) € D x D,

the so-called Cerf-diagram. The proof for the set {2 of admissible hyperplane equations to be
Zariski open can be found in [9]. Moreover, one can choose D’ small enough such that the
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intersection AN (9D x D') is empty. Then ® is a topological fibration away from A and one has
homeomorphisms

F=d YD x {d})
and
L= @71({77} x D')

for 0 # 0, resp. 0 # ), sufficiently small. It is also shown in [9] that € can be chosen such that
the restriction of h € Q to any fixed fiber ®~1(D x {6}) has only Morse singularities over the
intersection points AN D x {§} for 0 # 6 € D’.

At this point the so-called “carrousel” is furnished by the geometric monodromy of F' along
the boundary of D’, i.e. by the variation of the value § of f. But contrary to the classical
viewpoint on monodromy one does not only construct a lifting of the unit tangent vector field
along D' to ®~1(D x dD’), but one also keeps track of the monodromy induced on the disc
D x {6}, the intersection points C' = A(h, f) N D x {d§}, and the corresponding critical points of
h on the Milnor fiber ®~!(D x {§}) over them.

Let F' = @ 1({(n,6)}). Then up to homotopy the Milnor fiber F is obtained from F’ by
attaching thimbles along suitably chosen paths in D x {¢} from (7, ) to the critical values of
the stratified Morse points of h on F'. The topology of each of these attachments is governed by
the Morse data. In the situations we will encounter in the context of EIDS, the Morse data will
always be of the following form:

Proposition 2.5. Let (X,p) = (Mg, ,,,0) x (C*,0) and h : (X,p) — (C,0) a holomorphic map
germ with a stratified Morse singularity at p. Then the thimble corresponding to this critical
point s

(OSH (L), ML),
i.e. one attaches the real cone C(S*(L5m 1)) along its boundary S*(Lgmm=1).

The key observation from the Carrousel is that keeping track of the relative critical points
of the hyperplane equation h on F allows one to determine exactly at which loci on F’ these
attachments take place.

As a final step, one constructs another homeomorphism L = ®~!(W) C F on a certain
subspace ®~1(W) of F by “sliding along A”. The space W is chosen such that F’ C ®~1(W)
and one can use the carrousel monodromy to show that for each thimble e one has to attach
to ®~1(W) to complete it — up to homotopy — to F, there is already one thimble ¢’ that had
been attached to F’ in the same spot as e to complete it to ®~1(W). This explains, why each
attaching map in the statement of the Handlebody Theorem 2.4 retracts within L to a point.

3. PROOF OF THE MAIN THEOREM

3.1. The Graph Transformation. Let (X(,0) C (CV,0) be a determinantal singularity of
type (m,n,t) given by a matrix A. In this section we will explain how to transform (Xj,0) into
a relative complete intersection singularity on a canonical ambient space

(Z,0) = (CN,0) x (M, ,,0),

see Definition 3.2.
Let Y = Mat(m,n; C) = C™", Cly] = Cly;,;|1 <i <m,1 < j < n] the associated coordinate
ring and O,,., = C{y} the local ring of (¥, 0). By abuse of notation, we will also write y for the
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tautological matrix y € Mat(m, n; C) with entries y; ;:
Y1 0 Uin
y = . .
Ym,1  Ymn
Choose a representative A : U — Y of the matrix A defining (Xo,0) and let
Ta={(z,y):y=A(x)} CU XY

be the graph of A. Set Z := U x M/, .. Then, by construction, Xo =T NZ.
We define two maps

p:UxY =Y, (z,y) =y — A),
q¢:UxY —=U, (z,y) —»x
and form the commutative diagram
(6) X, —7z—5U
|
{y——Y.

While ¢ is the projection to the first factor, the map p can be considered as the “projection to Y
along the graph I'y”. Clearly, for every point y € Y the space X}, is the determinantal variety

—1 _
Xy=A-y "~ (My,)=a( " ({y})
defined by the perturbation of A by the constant matrix y and we can consider X, as a deter-
minantal deformation of the EIDS (X, 0).
Note that (Z,0) enjoys a canonical Whitney stratification by the strata

(85 .0) = (5% ,,,0) x (CV,0)

m,n? m,n’
inherited from the rank stratification on M}, ,. Whenever A is defining an EIDS, i.e. A is
transverse to the rank stratification in a punctured neighborhood of the origin in C", the above
construction turns (Xp, 0) into the fiber of a map p|(Z,0) which is a stratified submersion along
Xo C Z on a punctured neighborhood of the origin in CV x C™™:

Lemma 3.1. Let (z, A(x)) be a point in the graph T'y of A. The restriction p|Z is a stratified
submersion on Z at (x, A(x)) if and only if the map A : U — Y is transverse to the rank
stratification at x € U.

Proof. Let (vy,...,vq) be local coordinates at y = A(x) of the stratum Sy, ,, containing y.
Together with the standard coordinates of U, they form a coordinate system (x, v) of the stratum
an,n of Z at (z, A(z)). Now note that on the one hand the jacobian matrix of p|Z at this point

is of block form
(ap(w,v) E)pgw,v)) — ( O0A(x) By(v))

ox T ov

and p is a stratified submersion at (z, A(z)) if and only if this matrix has full rank m - n. On
the other hand, the map A is transverse to the rank stratification of Y at z, if and only if the

tangent space T,,Y of the ambient space Y at y = A(z) can be generated by both the image of

the differential of A — i.e. the span of the columns of the matrix % — and the tangent space

TyS,, , of the stratum S, ,,. Since T}S;,

m,n m,n- RO
the jacobian matrix of p, the claim follows.

is by definition the span of the second block % in
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The components of the map p define the graph I'4 via

pij (@, y) = yij —a;j(x) =0
and clearly, I'4 is a complete intersection in U x Y. The determinantal singularity Xo = ZNT'4
appears as the intersection of I' y with Z = C¥ ><an7n. While M}, ,, is not a complete intersection
in general, it is nevertheless always a Cohen-Macaulay space, see [10]. Since (Xp, 0) has expected
dimension and
OXO,(z,y) = OZ»(I’ZL/)/<p1717 e ,pm7n>a

the components p; ;(x,y) of p must also form a regular sequence on Oz, the structure sheaf of
Z; cf. [1, Theorem 2.1.2 ¢)]. We give a general definition of the object we just encountered.

Definition 3.2. Let (Z,0) C (C",0) be a germ of a complex analytic space and
f+(C",0) = (C*,0)

a holomorphic map.

We say that the restriction f|(Z,0) is a complete intersection morphism, if the components
fi,..., fc form a regular sequence on Oz .

If, moreover, (Z,0) is endowed with a Whitney stratification, we say that f|(Z,0) has an
isolated relative complete intersection singularity (IRCIS) on (Z,0) whenever there exists a
punctured neighborhood U of 0 in C" such that at every point z € U N Z N f~1({0}) in the
central fiber, the restriction f|(Z,0) is a stratified submersion at z.

We have just verified:

Proposition 3.3. The restriction p|(Z,0) is a complete intersection morphism which realizes
(X0,0) = p~1({0}) N (Z,0) as an IRCIS of p on (Z,0).

We will refer to the above construction as the graph transformation of the EIDS
(X0,0) = (A~1(M{, ,,),0). This transformation allows us to study (Xp,0) with the classical
methods for complete intersections. To this end, we will fix some notation. Let

W={0}=Wo CWi CWa Q- C Wit & Wiy =C™")
be a maximal ascending flag in Y = Mat(m,n; C) and
V = (CN x Mat(m,n;C) = Vo 2 Vi 2 -+ 2 Vipon—1 2 Vinen)

a descending flag in CV x Mat(m, n; C) with dim V;/V;,; = 1 for each i.
For each k > 0 we set

(7) Zp:=ZNp  (Wi) N Vi
The two projections p and ¢ induce natural maps
(8) Z
2N
Wi /Wi_1 Vi—1/Vi.

Proposition 3.4. If the flags W and 'V are in general position, then the following holds.
(1) Each of the spaces Zj, inherits the canonical Whitney stratification from (Z,0) outside
the origin.
(2) Each fi defines an isolated hypersurface singularity on (Zy,0) relative to the given strati-
fication.
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(3) The function hy is a linear equation on (Zx,0), which can be used to define the complex
link and the carrousel.

Proof. We do induction on k. Let k = 1. By definition V41 = V5 = CV x Mat(m,n;C).
Consider the map

Pp:Z\ Xo =P 1 (z,9) = (p11(2,9) i Pnn(@,9)

and let [W;] € P™"~1 be a regular value of this map. Choose a splitting C™" = (C™" /W, )®W,
and write p = (p, f1) with

Pz p(z) + Wy €C™™ /Wy = C™

Then Z; = p~1(W1) = p~1({0}) does not have critical points of p outside Xo = {f1 =0} C Z;.
Suppose (z,y) € X, x # 0 was a critical point of p on Z; in X and S the stratum of Z containing
it. Then the differential d(p|S)(z,y) does not have full rank and, hence, also d(p|S)(x,y) can
not have full rank — a contradiction to X being an IRCIS. We conclude that p is a stratified
submersion on Z at all points of Z; except the origin. Therefore, Z; inherits the Whitney
stratification from (Z,0) and f; : (Z1,0) — C defines an IRCIS on (Z7,0).

For a given isolated singularity fi: (Z1,0) — (C,0) the condition on a linear equation hq
to be sufficiently general to define the carrousel is Zariski open; cf. [13]. We may choose hq
accordingly and set Vi = {h; = 0}.

For the induction step we start by projectivizing the map p:

Pp: ZNVi \p ' (Wi_1) = P(C™"/Wy_1), (x,y)+— [p(x,y) + Wi_1].

Choose a subspace Wi, C C™™ such that [W}/Wj._1] is a regular value of this map. The rest of
the induction step is merely a repetition of the above said and left to the reader. ([

In what follows, we will from now on assume that the flags V and W have been chosen to
fulfill Proposition 3.4. For any k > 0 let

9) Fe=f'{0)nz.nB

be the Milnor fiber of fi on Zj for a suitable choice of a Milnor ball B and § € C\ {0} small
enough. We denote the complex link of Z; by

(10) Ly =h;'({n}) N Zx N B,
n € C\ {0} small enough.
3.2. The induction argument. We can apply the Handlebody Theorem of Tibar at each step

k in the setup of the previous section to obtain our Main Theorem. The key lemma for this
induction can already be extracted from [13, Corollary 4.2]:

Lemma 3.5. In the final setup of the standard transformation we have for each 0 < k <m-n
a (non-canonical) homeomorphism

(11) Ly = Fyqq.
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Proof. One has homeomorphisms

Fk+1 = Zk+1mf]g_+11({5})mB
ZNViNp Y (Wii1) N flc_+11({5}) nB

= ZN0Viea Np~ (Wia) Nl ({01 0 fii ({81 N B
= ZN0 Vit Np7 (Wisa) Nl () 0 fh ({0 N B
= ZN0 Vi Np7 (Wiea) 0l () 0 f i ({0) N B
= Z0VierNp (Wi Nl ({n}) N B

Il

Ly,

for a Milnor ball B and sufficiently small values for § and 7. The homeomorphisms are induced
from the parallel transport in the fibration given by

® = (hy, for1): ZNVi  Np ' (Wip)NB = Cx C

as in (5) over suitably chosen paths connecting (0, §), (n,d), and (1, 0). O

Proof. (of Theorem 1.1) After applying the graph transformation we obtain for k& = 1:
Xu=fi"{0HNnzZinB=F,

because W7 was in general position. This space is naturally stratified by the strata X° of
dimension

dim¥*=N-(m—-s+1)(n—s+1)

for sg < s < t with s9 = min{r E No:(m—-r+1)(n—r+1) < N} and the complex link

along ¥ is L' Sﬁl(?; f_tll)(n stD=1 We may apply Proposition 2.5 to determine the thimbles

associated to Morse critical points on the strata. It is the pair of spaces consisting of
SNf(mfs+1)(nfs+1)(L:jji,l(i?:;i—ll)(n—s-&-l)—l)

and the cone over it. According to the Handlebody Theorem [13], the space Fj then has a

bouquet decomposition

r1(s)
F1 ght L1 V \/ \/ SN_(m_S""l)(n_S""l)"Fl (L:n S—S‘Fil(:': ;:11)(" s+1)— 1)
s0<s<t i=1
Note that, since the image of the attaching maps in L; retract to a point, we obtain one more
suspension compared to the formula for the thimble.
We may now proceed inductively and replace Ly by Fj1 in this formula according to Lemma

3.5. At each step we attach a certain number 74(s) of thimbles and we may add them up to
r(s) = 7" " ri(s). This finishes the proof. O

Corollary 3.6. If the singularity (Xo,0) in the setting of Theorem 1.1 is smoothable (i.e. if
N<(m—t+2)(n—t+2)), then

(12) X Zpe LEN, v \/ 54,

withd=N—(m—t+1)(n —t+ 1) = dim(Xy,0).
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4. EIDS OF TYPE (2,n,2)

In this section we will be concerned with arbitrary EIDS (Xg,0) C (CV,0) of type (2,n,2).
The requirement on (Xp,0) to have expected dimension relates N and the dimension
d = dim(Xy, 0) via

d=N-(2-2+1)(n—24+1)=N—-n+1.

In particular, we always have n — 1 < N. Note that Theorem 1.1 is only applicable if n < N.
If we require (Xo,0) to be smoothable, we also obtain an upper bound on N given by

N<(2-24+2)(n—2+4+2)=2n.
4.1. The homotopy type of LgnN We shall first determine the homotopy type of all the
spaces L;:g, see (13), (15), (17), and (18).
Whenever N > 2n, any generic linear map
®: (CN,0) = (Mat(2,n;C),0)

is a submersion and in particular stable. The interior of the determinantal Milnor fiber of ® is
therefore given by
(13) LyN = CN72 x M3, 2 {pt}.

2,n

Suppose N < 2n. Let M = MQQn be the generic determinantal variety and

WC—— Mat(2,n;C) x P —— P!

|

M———— Mat(2,n;C)
its Tjurina transform (see e.g. [14], or [15]) resulting from the blowup of the rational map
U:M--sP ys [ker(y)].

If we let y; ; be the canonical coordinates of Mat(2,n; C) and (s : s2) the homogeneous coordi-
nates of P! then the equations for W are

(14) 51-Y2;—S2-4,;=0forj=1,...,n

We may consider y; ; and y» ; as linear fiber coordinates in local trivializations of the tautological
bundle Op:(—1) for every j. Thus, W is a smooth complex manifold isomorphic to the total
space of the vector bundle (Op:(—1))".

Instead of describing an embedding
®: CN — Mat(2,n;C)

of a linear subspace defining an EIDS (Xo,0) = (®~!(M3,,),0), we may also choose a linear
form

1= (@'...,1”"N) € Homg(Mat (2, n; C), C?"~ )
such that ®(CV) = ker(l). Since all equations involved in this process are either linear or
homogeneous, we may neglect the choice of Milnor balls. We obtain an extension of the above
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diagram to the left:

Xo¢ W Mat(2,n;C) x P! — P!
Xo© MC Mat(2,n; C)

|
(0o,
with X := 7~ 1(X;). The interior of the determinantal Milnor fiber ng of ® is then given by
Lyy = Mni' ({u})
for some regular value u of [ on M.
Utilizing the trace pairing (see e.g. [4])
Mat(2,n;C) x Mat(2,n;C) — C, (A, B) — trace(A” - B),
we may write the components of [ in the form
(e )
5y U5y - 5,

for constant entries li-f ; € C. We leave it to the reader to verify that in the range n < N < 2n, a
sufficiently general choice for [ is given by choosing the 2n — N components [* from the following

n matrices:
10 0 0 --- O o100 --- 0
o100 --- 0)° o o010 --- 0)°
) O --- 01 0 O o --- 0 0 1 0 o0 -~ 01
\0 --- 0 0 1 0/’ o -~ 0 0 0 1)’ 10 --- 0 0/

Fix one value n < N < 2n and the linear form [: Mat(2,n;C) — C**~ as above and consider
the algebraic sets

Wort({l=0}) =Xy = Xo=MnI"*{0}).
Using the above equations (14) for W and 7*I¥ k = 1,...,2n — N we see that X, is a local
complete intersection in Mat(2,n; C) x PL.
Moreover, whenever N > n — i.e. whenever d = dim(Xy,0) > 1 — X is isomorphic to the
total space of the vector bundle

Op1(-(2n — N+ 1)) [a5) (OPI(_I))N*nfl

and in particular smooth of dimension d = N —n+1. Passing from [ = 0 to a regular value | = u
therefore results in a flat deformation of Xy which is topologically trivial due to Ehresmann’s
theorem. Since the set X, = M N{l = u} does not meet the locus My, = {0} where ¥ is not

defined, the projection 7: X, — X, is an isomorphism and we obtain homotopy equivalences

(15) S? =P X 2y Xy e Xy S ng,’f for n < N < 2n.

In the particular case where N = n —i.e. when Xj is a curve and the components of [ comprise
all of the above listed linear forms — we find the following system of equations for Xg in the chart



202 MATTHIAS ZACH

{81 75 0}
52 .
Y2,5 = —Y1,5, 7=1,...,n,

S1

S92 i

Y15 = <> Y1,5+15 ji=1,...,n—1,
S1
Yin +y2,1 = 0.

We may eliminate the variables y, ; for all j and express all y; ; in terms of y;, for j < n.
Substituting this into the last equation yields

()

Thus,

(16) XOZEIUEQUUINJTLUE i} L1UL2U"'ULn=X0C(CN

consists of exactly n lines I~/1, R meeting the exceptional set E = {0} x P! of 7 transversally
in the points (s1 : s3) = (1 : =¢¥), k=0,...,n with {, a primitive n-th root of unity. Since

the projection 7 is an isomorphism outside E, the L; are taken to a set of lines L; C CV, which
meet pairwise at the origin.

The situation is depicted in Figure 1 for the case n = 3. Note that X is drawn as three cones
touching each other at their vertices. This is intrinsically homeomorphic to three complex lines
meeting at the origin, but drawn as embedded in real 3-space. In fact, all the pictures really
capture the described objects up to homeomorphism.

G
AN

F1GURE 1. Deformation of a space curve and its Tjurina transform for n = 3

It is not clear a priori how the topology of X, changes compared to Xo when passing to a
regular value u of [. For Xy, however, the induced deformation must be a smoothing of the n
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distinct singularities of X at the points (1 : *), because again : X, — X, is an isomorphism
and X, is smooth. Locally and up to homotopy, the smoothing replaces a neighborhood Dy, U Ly,
of the line Ly in X by a punctured disc D} at every such point. Thus X, has the homotopy
type of a punctured 2-sphere with n points missing:

n—1

(17) X L2 ' Sht 52 \ {n points} =, \/ St

=1

For the last admissible value N = n — 1 of N observe that the space ngz_l is given by the
intersection of

Xo=Li ULy U---UL,

in (16) from the previous considerations with a further codimension one hyperplane in general
position off the origin. Clearly, this intersection consists of precisely n points and therefore

(18) L31271 = {n points}.
4.2. Arbitrary EIDS of type (2,n,2). Suppose that
A: (CN,0) — (Mat(2,n;C),0)
defines an arbitrary EIDS (X, 0) = (A~*(M3,,),0) C (CV,0) of type (2,n,2). We will describe
the homotopy type of its determinantal Milnor fiber in all cases (19), (20), (21), and (22).

Whenever N = n — 1, i.e. if dim(X,0) = 0 and (Xp,0) is a fat point, the determinantal
Milnor fiber will consist of a finite number of distinct, regular points

(19) X, = {k points} if N=n—1.
Since (X, 0) is Cohen-Macaulay, we may use the principle of conservation of number and com-

pute this number k directly from the local algebra:

k= dim(c OXO,O-

Now let (X,0) = (A~*(M3,,),0) be a curve, i.e. d =1« N =n. Theorem 1.1 is applicable
and we have sp = t = 2. Hence, there is only one number r = 7(2) which is relevant in the
bouquet decomposition (1). The homotopy type of the determinantal Milnor fiber X, is

(20) u—ht<\/S>v<\r/Sl> if N =n.

Suppose d = dim(Xj,0) > 1 and (X, 0) is smoothable. This allows a range n < N < 2n for
N and according to the computations in the previous section we find

(21) Xy = 2V \/ SV i n < N < 2.

i=1
Note that whenever d > 3, there is still a 2-sphere in the decomposition! This is a striking
difference to any behavior which can be observed for ICIS.

Finally, for values N > 2n, a determinantal singularity (Xg, 0) of type (2, n,2) does not admit
a determinantal smoothing. Nevertheless, the determinantal Milnor fiber X, is defined up to
homeomorphism. In this case we find s) = 1 < s < t = 2 and we have different contributions
in the bouquet decomposition. The complex link Lgf:[ is homotopically trivial. But the thimble
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which is being attached to Lgfy at a Morse critical point for s = 1 has a nontrivial normal Morse

datum
(a2, ).
Thus, according to (15) we find

(1) (2)
(22) X & {pt} Vv \/ S3 v \/ SN =l for N > 2n.
i=1 i=1

1=

Remark 4.1. The decomposition (1) in Theorem 1.1 reduces the question about the homotopy
type of a determinantal Milnor fiber to the question about the topology of the spaces Lfnkn ap-
pearing in the formula. In those cases, where all these Lfn"”'n themselves are homotopy equivalent
to a bouquet of spheres, the same holds for the determinantal Milnor fiber.

Moreover, the generalized Milnor numbers r(s) measuring the contributions from critical
points on the different strata are invariants of the singularity. Using computer algebra systems
like Singular, one can compute these numbers for any given singularity from the Cerf-diagrams
A in the carrousel [13, Section 1.4] at each induction step in the proof of Theorem 1.1. However,
these computations involve random choices of linear equations and it would be appealing to have
a concise formula relating the numbers r(s) to analytic invariants of the singularity itself.
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ON A SINGULARITY APPEARING IN THE MULTIPLICATION OF
POLYNOMIALS

SANTIAGO LOPEZ DE MEDRANO AND ENRIQUE VEGA CASTILLO

To Cidinha, on her 70th birthday

ABSTRACT. The multiplication of monic polynomials of degrees n and m defines a mapping
R*»t™ — R"t™_ Singularities of this mapping at a point corresponding to two polynomials
(P, Q) appear when the two polynomials have a common root. In [Ch-LdM] it was shown
that, when every such common root is simple in one of the polynomials, the singularity type
can be described using swallowtail singularities whose geometry is well understood. In this
paper we consider the case where there are common double roots. We start with the minimal
possible situation where both polynomials are of degree 2, and give a normal form for the
singularity that allows us to describe its geometry quite thoroughly. This normal form is then
extended to other polynomial pairs with only one common multiple root which is a double
root in one of them. Finally we give a general statement for pairs whose greater common
divisor has only single or double roots.

INTRODUCTION.

Let MP(K,n) be the space of monic polynomials of degree n with coefficients in a field K.
We will consider only cases where K is either the real or the complex field. A polynomial in
MP(K,n) is given by n coefficients, so the space MP(K,n) can be identified with K".

Multiplication of polynomials gives a mapping:

Mult : MP(K, n) x MP(K,m) — MP(K,n + m),

which can then be identified as a mapping from K"*™ to itself.

We are interested in understanding the properties of this differentiable map: at which pairs
(P, Q) of polynomials is it a local diffeomorphism? When it is not so, can we describe the type
of singularities that may appear, starting with the most simple situations?

In [Ch-LdM] these questions were given some first answers (which were then applied to the
theory of deformations of linear operators):

(i) The points (P, Q) where the mapping Mult is a local diffeomorphism are characterized as
those where the two polynomials are relatively prime.

(ii) The singularity type is given at the pairs where the greatest common divisor of them has
only simple roots (see Theorem 1 below).

(iii) A general normal form for every type of singularity appearing in Mult.

It is the purpose of this article to study the singularity type of Mult when P and () have
a common double root. First, we give a new normal form for the simplest case that allows us
to describe the geometry of its singularity type in the real and complex cases. Surprisingly, in
the real case the critical set is not equivalent to, but still related to a well-known swallowtail
singularity, typical of the cases where the greatest common divisor has only simple roots.

In the interesting paper [L-W] the Thom-Boardman symbol of the singularities of the mapping
Mult at all points (P, @) is computed. Our approach, following [Ch-LdM], is different: we search
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for a simple normal form and a complete topological description of the singularity. This objective
looks difficult to achieve except in the simplest cases.

1. KNOWN RESULTS.

The main result of [Ch-LdM] is the following:
Theorem 1. For (Py, Qo) € MP(K,n) x MP(K,m):

(i) The corank of the differential D Mult(Py, Qo) is the degree of ged(Py, Qo).

(ii) In particular, Mult is a local diffeomorphism at (Py, Qo) if and only if ged(Po, Qo) = 1.

(iii) The mapping Mult is a (k + 1)-swallowtail at (Py, Qo) for some positive integer k if,
and only if, degged(Py, Qo) = 1, the integer k being the mazimum of the multiplicities
in Py and Qo of their common root.

(iv) If K = R, the mapping Mult is a complex (k 4+ 1)—swallowtail at (Py, Qo) for some
positive integer k if, and only if, gcd(Py, Qo) is an irreducible polynomial of degree 2, k
being the maximum of the multiplicities in Py and Qg of their complex conjugate common
T001S.

The proof consists in giving a simple normal form for such mappings. All these mappings
are well-known and so is the general description of their singular and critical sets. A reduction
lemma shows that the singularity type of Mult at a point (Pp, Qo) splits into a product of the
singularity types of the factors of the polynomials corresponding to the different roots:

Lemma 1. The singularity type of Mult at a pair of polynomials with several common roots
is the set-theoretical product of the singularity types ot Mult at each of the pairs consisting of
the factors of the polynomials involving only one of those roots.

This is because the multiplication of factors involving different roots is locally invertible by
(ii) and so the product can be factored, multiplied separately and then multiplied together again,
all the complementary multiplications being local bijections.

Another argument given in [Ch-LdM] can be formulated in general as follows:

Lemma 2. Assume Py € MP(R,2k) has no real roots and let Py = Py Py be a decom-
position of Py such that Py; and Py have no common roots. Then the mapping P, — PP
is a diffeomorphism between a neighborhood of Py in MP(C, k) and a neighborhood of Py in
MP(R, 2k).

This is because in a neighborhood of Py in MP(C, 2k) every polynomial P can be written
in a unique way as PP, with P, P, in neighborhoods of Py; and Py, respectively. When
P € MP(2k,R) then P = P = P, P,. The uniqueness of the decomposition implies that P, = P;
and P = P, P} so the mapping P — P, is a local inverse of P, — PP

Also, in [Ch-LdM], Proposition 2, there are normal forms for all possible singularity types
of Mult at pairs with only one root which is common. We still do not know how to use these
normal forms to obtain a geometric description of the singularity types, so we looked for new
normal forms in the cases we study.

2. POLYNOMIALS WITH COMMON DOUBLE ROOTS.

We will start by describing the minimal case: two polynomials of degree 2 with one single root
which is common and double in both of them. We will give a new normal form of the mapping
Mult in the neighborhood of such a pair and a detailed description of its singularity type in the
case K = R. Section 2.4 treats the case of two real polynomials with a double common complex
root.

In section 2.5 we give a new normal form for the case of two polynomials with only one root
which is common, double in one of them and of multiplicity £ > 2 in the other one.
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In section 2.6 we will combine all the cases known to give a statement about pairs of polyno-
mials whose greater common divisor has only simple and double roots.

2.1. The minimal case for general K. We consider now the case where both polynomials
are of degree 2 with a common double root o which is in K.

A change of variable © = y + « in those polynomials is an automorphism of M P(K,2) that
preserves the multiplication and gives us two polynomials in y whose common double root is
zero. So we can assume that both Py(z) and Qg(x) are equal to 2% and Mult(Py, Qo) = z*.
A variation of the pair (Py, Qo) is given by the pair (P,Q) where P(z) = 2% + sz + t and
Q(x) = 2% + ux + v. Their product is then

P(r)Q(x) = 2 4 uz® + sa® + va? + sux? + ta? + svx + tuz + to.

In terms of the parameters s, t,u, v the mapping is

F(s,t,u,v) = (u+ s,v+ su+t,sv+ tu, tv).
This is a simple mapping of degree 2, but this fact does not give us an idea of its geometry.
In several steps we will simplify this map through invertible changes of variables, obtaining a
map of degree 4 that can be much better understood.

We begin by taking the first two components of F' as new independent variables, through
changes of coordinates:
s =81 — U, t:tl—slu—v+u2
to obtain the equivalent map
Fi(s1,t1,u,v) (sl,tl,vsl — 20u + uty — syu? + ud, (t1 —sju—v+ uz)v) .

To simplify the third component we use the changes of coordinates:

_ S1U u? U1 B S1
H I R T R
giving the new equivalent function
—s% + (duf + 4t T —duf — 4t — 4v)?
F2(81,t1,u1,111) _ <S1,t1, sy ‘|‘( ugl + 1)31 Fuyoy, (81 uy = 1 1}1) ) .

Now we operate on the target space by substracting two functions of the first two components:

3 2
—3 4 =1 from the third component and (—% + 4)? from the fourth one.
Another change of variables finishes the simplification of the third coordinate:

S1U1
U1 = V2 — 9
4 2 2 2
U7 + S1U1vs — v —3s7 + 8t1)u
F3(s1,t1,u1,v2) = ( 81,11, ugva, — 2 + (351 Jui :
4 16
Now it is time to simplify the fourth coordinate through the substitutions
t2 35%
ti = —+4+ —, s1 =4s9,
1= 5 3 1 2

t 1 1 1
Fy(sg,ta,u1,v2) = (432, 52 + 653, U1 V2, Zu‘ll + Souqvy + th’u% — 41}%) )

We have messed with the first two components, but we can fix them back easily by acting on
the target: divide the first component by 4 and then substract from the second one the function
653 of the first one. Then multiply the second component by 2 to make it again equal to t.
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Finally, one can substract the product of the first and third components from the last one to
obtain a remarkable simplification of the original mapping':

1
Fs(s2,t2,u1,v2) = <82,t2,U1”U27 Z(u% + toud — Uz)) .

Seen as an unfolding, we observe that the coordinate sy plays no role in the deformation of the
mapping, so we can omit it from both sides and need only study the one-parameter unfolding,
which in new coordinates can be written as:

f(a’axa y) = (aaxyax4 + ClJf2 - y2) .
So Mult at (Pp, Py) is equivalent to the suspension of f.

f is an unfolding of the mapping

fO(xay) = (l'yle - y2)7

which for K = R reminds us of the square of a complex variable mapping (x,y) — (2% —y?, 2zy)
and, actually, the two mappings are topologically equivalent (see section 2.3).
The unfolding f(a,z,y) is based on the deformation

falz,y) = (1’%5134 +ax® — yz) :
To obtain the singular points of f we compute its Jacobian matrix:

1 0 0
0 Y T
2% 43 +2ar 2y

so the singular set is given by:
J = —4z* — 2ax® — 2y = 0,

which gives also the singular set of f, for each fixed a.

2.2. The minimal case for K = C. When K = C it turns out that for all a # 0, the
deformations f, are equivalent: the substitutions x = /aX,y = aY’, followed by multiplication
of the components by adequate constants, gives (XY, X4+ X2 - Y2), which is the case a = 1.

However, fy is not equivalent to f, for a # 0. The jacobian determinant of f, is in general
—4x* — 2ax? — 292, so the origin is always a zero and a singular point of J. Under those
circumstances, equivalent maps must have jacobians with equivalent 2-jets, but for a = 0 the
2-jet of the jacobian determinant is degenerate, which is not the case for a # 0. Also, the singular
sets are not equivalent.

In this case f, is, for all a, surjective and, generically, four-to-one, since the corresponding
equations have always a solution and generically four different ones (c¢f. the computations in the
next section).

1For the record, it will be useful for section 2.5 to take note now of the global substitution suffered by the
coordinates s, t:

9 145 1 1
s = 2s2 —u1, t232—52u1+§u1+1t2+§v2.
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2.3. The minimal case for K = R. In the case K = R at polynomials of degree 2 with two
common double real roots, the computation in section 2.1 gives again that Mult is equivalent to
the suspension of the mapping

f(a,.’b, y) = (a,xy,x4 + ax2 - y2) )
which is an unfolding of
folz.y) = (zy,2" —y?).

The mapping fo appears in Mather’s classification of stable germs as being of the type 115 4
with algebra R[[z,y]]/(zy, 2% — y*). See [M], p. 240. Its jacobian determinant is —4x* — 2y?; so
the origin is the only critical point of fj.

Consider now fj as a (non-holomorphic) function of the complex variable z = x + iy. Since
this function takes the same values for z and —z, it can be written as a function of 2%; so we can
express fp as a composition

folz,y) = go(z® — y?, 22y),
where gg is a differentiable function outside the origin. It follows from the computations below
that go is a homeomorphism of R? which is a diffeomorphism outside the origin.

As for f,, its differentiable type now depends on the sign of a: For a > 0, the substitutions
in the previous section show that f, is equivalent to f;. For a < 0 we have to use instead the
substitutions x = v/—aX,y = aY to obtain in the same way that f, is equivalent to f_i.

By the same argument as in the case K = C we obtain that fy is not equivalent to f, for any
a # 0.

We shall prove now that f, is 2 to 1 outside the origin for ¢ > 0 and surjective for all a:

If a > 0, take a point (z,y) and another point (x1,y;) with the same image:

fa(%y) = fa($1,y1);

SO
2

Ty = T1Y1, zt 4 az? — y° = x‘ll + axf — y%
If x = 0 then one of z1,y; is zero.
If 21 = 0 then y; = £y and there is only one more point with the same image as (z,y).
If = 0 and y; = 0 then the second equation gives
—y* =1} + azi,
which is only possible for y = 21 = 0 and there is no other point with the same image as (z,y).

If  # 0 we can solve for y in the first equation and substitute its value in the second one.
After multiplying by 22 and factoring the resulting polynomial we get

(x — x1) (2 4+ 1) (x* + 222% + az® + y?) = 0.

The third factor must be positive since z # 0 and @ > 0 so we must have z; = £z and
therefore y; = +y, with the same sign. So there is only one more point with the same image as
(z,y). So f, is 2-to-1 outside the origin.

To see that f, is surjective for every a, we need to solve the equations
zy=x, @' +ar®—y*=1
for a given (x,7n) € R2.

If x = 0 there is always a solution: x = 0,y = /—n for n < 0; y = 0 and « a solution
r* + ax® =n for n > 0.
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If x # 0 then x and y are non-zero. Then we can proceed as before: solve for y in the first
equation, substitute its value in the second one and multiply by x2. We obtain:

2% 4 azt —na® —x* =0.

For z = 0 this polynomial is negative, while it tends to +0o when x tends to +o0o. Therefore
there is a positive solution of this equation (and a negative one, too).

So we have shown that f, is surjective for all a.
For a > 0 the jacobian determinant is again 0 only at the origin.
For a < 0 we can see the singular set as follows: Substituting X = z? and Y = y? in the

jacobian determinant we obtain a parabola:

4X? —2aX —2Y =0

0.5

-0.5 0.5 1 1.5

0.5

The singular set is then the pre-image of the part of this parabola in the first quadrant under
the mapping (z,y) — (22,%2) so it is the lemniscate:

0.6
0.4

.2

-0.41

-0.6

This lemniscate is actually, up to linear changes of coordinates, the variant known as Geromo’s
lemniscate:

st — 2?42 =0.

A parametrization of this lemniscate is known (see [Wik]), which adapted to ours becomes

() = (v/—a/2 cos(¢), a sin(¢p) cos(¢)/V2)

as can be directly verified. We will use this parametrization to obtain the image of the singular
set:

() = (av/~a cos(¢)” sin(¢)/2, a® cos()* /4 — a® cos(¢)* /2 — a® sin(¢) cos(¢)* /2)
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~044

-0.64

-0.81

This figure has three singular points, two simple cusps (as can easily verified) at the lower
level and a strange angle at the origin.

Let us call U,V the coordinates in the target plane containing this critical set. One can find
the equations satisfied by the critical set by using the parameters X = z2,Y = 3? as before
and eliminating the variables X, Y from the components of the mapping and the equation of the
singular set. Alternatively, one can parametrize algebraically the intersections of the lemniscate
with the four quadrants to carry out this elimination.

In any case, it can be verified directly that the points in the critical set satisfy the following
equation:

108a2U? — 729U* 4+ 486 a UV 4 27a?V? +108V3 =0

Drawing the zero set of this polynomial for a negative value of a, one obtains the following
figure:

So the critical set of our mapping is just a semi-algebraic subset of this well-known swallowtail
curve! (And this explains the angle).

We can also draw the unfolding of the critical set by considering all values of a: for negative
values of a it is the previous figure, where the triangular lower part shrinks to a single point
when a approaches 0 and continues to be a single point when a is positive (we have highlighted
the a axis):
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Again, this is only the lower part of the swallowtail unfolding:

It is a curious fact that the complementary upper part of the swallowtail:

e

appears also as the singularity of a minimax solution of a Hamilton-Jacobi partial differential
equation. See [Ch2] section 2.5 for the theory and [Chl], appendix, for a specific example (the
explicit figure appears in page 431).

2.4. The minimal case of two real polynomials with a double complex root. In this
case we will have actually two conjugate double roots a, a.

Here we apply Lemma 2 of section 1 to obtain that at such point Mult is equivalent to the
suspension of the complex mapping

f:C*=C?
f(aa Z, y) = (CL, xy, 304 + ax2 - y2) .
This is an unfolding of the mapping, in real variables:

f(w1,20,91,92) = (T1y1 — T2y, T1y2 + Cvzylaxil - Gx%xg + le - y% + y§,4x:{’x2 - 4551553 —2y192).
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2.5. The case Py(x) = (z —a)?, Qo(z) = (z — a)*. We give now a formula for the general case
of two polynomials with a single root which is common, double in one of them and of degree
k > 2 in the other one. So we can assume as before that Py(x) = 22, Qo(z) = x*. The method
consists in applying the same changes of variables as in the minimal case k = 2 and is valid for
any field K. This gives a reasonable closed normal form, while other methods we have tried do
not seem to produce one.

First, we illustrate it with small values of k. For k = 3 the mapping is given by the coefficients
of (22 + sz +1t)(2® +ux? +vr +w). After applying the sequence of changes of variable of section
2.1, adjusting factors and renaming the variables, one obtains the following normal form:

(a,b,z,y, w) — (a7 b,y +w, 2t + ba? — y? + (2a — 2)w, (4a® — dax + 22° + b+ 2y)w) .

One could also linearize the third component by using the coordinate wi; = zy + w, thus
obtaining a normal form which would be an unfolding of fy. This would, however, increase the
complexity of the expressions of the following components (without much hope of simplification).

Observe that here both parameters a, b appear in the formula, so there are no mute parameters.
Also, that the new coordinate w appears only with degree 1 multiplied by factors of degrees 0
to 2 and increasing complexity. It does not seem easy to simplify them with new changes of
coordinates.

The good news is that for greater values of k the coefficients of the new coordinates not only
do not increase in complexity, but are actually exactly the same as for k = 3. It will be therefore
convenient to use a short notation for them:

ola,z) =2a —z, 7(a,b,z,y) =4a® — dax + 22% + b+ 2y.
Then, for k = 4 we get by the same method the following map:
(a,b,z,y, w3, wy) — (a,b,zy + ws, x* + bx® — 1y + cws + w4, Tws + cwy, TWY).

For w = 0 we obtain essentially the normal form for & = 2. This shows that this mapping is
a deformation of the mapping fy we studied before, and is the basis of the proof by induction of
the general normal form for every k:
Let P(r) = 22 +sx+t and Qi (v) = 2¥ +ua® 1 +oarbF 2425 w27~ and Fi(x) = P(2)Q ().
Then, clearly
Fiq1(x) = 2 Fp(x) + P(x)wgy1.

In terms of the coordinates (s, t, u, v, ws, ..., Wk, Wikt+1), this is expressed as
Fk+1(8,t7u,’0,’w3, <oy WEs wk+1) = (Fk(S,t,U,U,’Ll}g, s 7wk)a O) + (03 cee Oa wk+17wk+157wk+1t)'

Passing to the coordinates (so, ta,u1,v2) as in section 2.1, we obtain

Fk+1(827t27u17v27 w3z, ... 7wk7wk‘+1) =
(Fk(SQ,tQ,Ul, V2, W3, ... ,wk),0)+
2 1,2 1 1
(0, o5 0, wh1, (282 — up )Wy, (82 — squ1 + zuy + 5tz + §U2)wk+1)7

since the coefficients of w1 are precisely the results of applying the coordinate changes of
section 2.1 to the variables s, ¢ (cf. footnote 1).

Starting with k£ = 2 this gives the inductive proof that the mapping Mult at P, Py, is equivalent
to the mapping (in new coordinates):

Gk(a”bax7y7w3,' .. awk) =
(a,b, 2y, x* + bx? — y2,0,...,0)+
(0,0,7(a,b, z,y)ws + o(a, z)ws + ws, ..., 7(a,b, z,y)wg + o(a, r)wit+1 + Wit2),
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where ¢ and 7 are as above and it is understood that wy = we = wry+1 = wg42 = 0.
As before, the components 7(a, b, z, y)w; + o(a, z)w;+1 + w;42 can, in principle, be linearized
for i = 3 to k — 2 to present G as an unfolding of fo(z,y) = (vy, z* — y?) with k parameters.

2.6. The general result. Putting together the previous results we can conclude that:

If P € MP(K,n) and Qo € MP(K,m) are two polynomials such that their greatest common
divisor has only simple and double roots then:

DIf K = C then at (Py,Qo), Mult is equivalent to the suspension of a product of complex
swallowtails and complex mappings G.

2Q)IfK = R then at (Py, Qo), Mult is equivalent to the suspension of a product of real complex
swallowtails and real and complex mappings Gy..
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REAL AND COMPLEX INTEGRAL CLOSURE, LIPSCHITZ
EQUISINGULARITY AND APPLICATIONS ON SQUARE MATRICES
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Dedicated to Terence Gaffney and Maria Ruas, on the occasion of their 70th birthday, and to Marcelo Saia, on
the occasion of his 60th birthday.

ABsTRACT. Recently the authors investigated the Lipschitz triviality of simple germs of ma-
trices. In this work, we improve some previous results and we present an extension of an
integral closure result for the real setting. These tools are applied to investigate classes of
square matrices singularities classified by Bruce and Tari.

INTRODUCTION

The study of Lipschitz equisingularity has risen from works of Zariski [25], Pham [22] and
Teissier [23| and further developed by Parusinski ([18, 19]), Gaffney ([15, 12, 13|), Fernandes,
Ruas ([11]) and others.

In [17], Mostowski introduced a new technique for the study of this subject from the existence
of Lipschitz vector fields. In general, these vector fields are not canonical from the varieties.
Nevertheless, Gaffney [12] presented conditions to find a canonical Lipschitz vector field in the
context of a family of irreducible curves using the double structure, defined for ideals in [13] and
generalized for modules in [15].

Families of square matrices were first studied by Arnold in [2], where the parametrised invert-
ible matrices act by conjugation. Recently, many authors have presented a series of interesting
results about determinacy and classification using parametrised families or smooth changes of
coordinates in the source of the germ ([3], [4], [9], [10] and [21]).

More recently, Gaffney’s result was extended in [8], where the authors presented conditions
which ensure the canonical vector field is Lipschitz in the context of 1-unfoldings of singularities
of matrices, following the approach of Pereira and Ruas [24].

In this work we prove a real version of the result proved in [8] in order to investigate the
Lipschitz triviality in the real case. Finally, we study some deformations of simple singularities
classified by Bruce and Tari [3, 4] in the real and complex cases, using a similar approach as
that in [§].
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1. NOTATION AND BACKGROUND

We start with some notation. Let K be a field which is R or C and let R be the group of
diffeomorphisms K", 0 — K", 0. Let H denote the set of germs of smooth mappings

K”,0 = GLn(V) x GL,(W),

and M the set of germs F : K", 0 — Hom(V;W). The set H can be endowed with a group
structure inherited from the product group in the target.
We define a notion of bi-Lipschitz equivalence between two matrices as in [20].

Definition 1.1. Let G = R x H be the semi-direct product of R and H. We say that two germs
Fy, F5:K",0— Hom(V;W)

are G-Lipschitz equivalent if there exist a germ ¢ : (K",0) — (K",0) of a bi-Lipschitz homeo-
morphism and germs of continuous mappings X : (K",0) - GL,(V), Y : (K",0) — GL,(W)
such that Fy = X1 (Fy 09 1)Y.

An element of M can also be considered as a map K", 0 — K, where we identify Hom(V; W)
with the n x p matrices, and N = np.

It is not difficult to see that G is one of Damon’s geometric subgroups of L. As a consequence
of Damon’s result we can use the techniques of singularity theory, for instance, those concerning
finite determinacy (see [6], [21] and [4]).

It is possible to determine the tangent space to the orbit for the action of the group G on M.

OF
Given a matrix F', we write F(;) for the matrix — and we denote &, for the ring of smooth

ox

functions K", 0 — K. So the tangent space could be Viewed as an Er-submodule of £y spanned
by the set of matrices R;; (respectively Cj,,) with I row (respectively m™ th column) the **
row of F' (respectively j*® column) and with zeros elsewhere, for 1 <4,/ <nand 1 <j, m <p
(see [6], [21] and [4]).

2. REAL INTEGRAL CLOSURE AND LIPSCHITZ EQUISINGULARITY

For the complex case, in [8] the authors obtained conditions so that the canonical vector field
defined in a family of simple germs of matrices is Lipschitz, depending of a specific inclusion of
ideals, involving the integral closure and the double of an ideal.

A new comprehension of the integral closure in the real case plays a key role in the proof of
Theorem 2.4. Let us recall this notion.

Let (A, m,) be the local ring of real analytic functions germs at the origin in R”, and let
AP be the A,-free module of rank p. For a germ of a real analytic set (X, z), denote by Ax »
the local ring of real analytic function germs at (X, x).

Definition 2.1. Let I be an ideal of Ax 5. An element h € Ax 5 is in the real integral closure
of I, denoted I, if ho ¢ € ¢*(I).Ay, for all real analytic path ¢ : (R,0) — (X, z).

For an algebraic definition of the real integral closure of an ideal one can see [5].

The key step to obtain the main results of [8] for the real case is the fact that the definition
of the real integral closure of an ideal is equivalent to the following formulation using analytic
inequalities.

Theorem 2.2 ([14]). Let I be an ideal of Ax . and h € Ax . Then: h € I if and only if for
each choice of generators {f;} there exist a positive constant C' and a neighborhood U of x such
that || h(z) ||< Cmax || fi(2) || for all z € U.
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Let us recall some definitions and fix some notations.
Here we work with one parameter deformations and unfoldings. The parameter space is
denoted by Y = R =R x 0.

Definition 2.3. Let h € Ay. The double of h is the element denoted by hp € Aoy defined by
the equation hp(z,z') := h(z) — h(2).

If h = (hy, ..., hy) is a map, with h; € Ay, for all i, then we define Ip(h) as the the ideal of
Aan generated by {(h1)p, ..., (hr)D}.

We obtain a relation between the real integral closure of the double and the canonical vector
field induced by a one parameter unfolding to be Lipschitz.
Let F: R x R? — R x R™ be an analytic map, which is a homeomorphism onto its image,

and such that we can write F(y,z) = (y, f(y,z)), with f(y,z) = (f1(y,2), ..., fn(y,2)). Let us
denote by

Z 3fz .9
= 8zj
the vector field v : F(R x RY) — R x R” given by

v(y,z>=<1,%§<ﬁ-l<y,z>>, e <y,z>>>.

Theorem 2.4. The vector field 2 a5+ Z == 1is Lipschitz if and only if

’L[ Z

ID(%I;) C Ip(F).
Proof. Since we are working in a finite dimensional R-vector space then all the norms are equiv-
alent. To simplify the argument, we use the notation ||.|| for the mazimum norm on R x R? and
R x R, i.e., |[(21, ., Tni1)|| = max? ||z}

Suppose the canonical vector field is Lipschitz. By hypothesis there exists a constant ¢ > 0
such that || v(y,2z) —v(y,2") [< ¢ || (y,2) — (¢, 2") || for all (y,z),(y’,2") € U, where U is an
open subset of F(R x R?).

Thus, given (y,z), (y/,2') € F~Y(U), and applying the above inequality on these points, we
get

1o,

|| <ell Flya) - By ') |

) belongs to Ip(F).

for all j =1,...n. By the previous theorem, each generator of I D(

Now suppose that ID(aF) C ID(F). Using the hypothesis and Theorem 2.2, for each
j €{1,..n} there exists a constant ¢; > 0 and an open subset U; C R x R? such that

for all (y,z),(y',2") € U;. Take U := ﬂ Uj, c :=max{c;}7_; and V := F(U), which is an open
j=1

| yo,0.99)| < 5 | Pl P29

subset of F(R x RY), since F is a homeomorphism onto its image. Hence,
vy, 2) —v(y,2") < cll (y,2) — (¥, 2) |l
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for all (y,2),(v,2') e V.
9

no -
Therefore, the vector field 8% —+ 21 %—J:j o is Lipschitz. O
J=

Corollary 2.5. Suppose that F : R x R? — R x Hom(R™,R") is an analytic map and a
homeomorphism onto its image, and suppose we can write F(y,z) = (y, F(z) + y0(x)).

a) The vector field a% + > 2—5- % is Lipschitz if, and only if, Ip(0) C Ip(F).
° ‘7:1 © J

noo~
b) If 6 is constant then the vector field a% + > % . 3% is Lipschitz.
7=1 ’

3. APPLICATIONS IN SOME CLASSES OF SQUARE MATRICES

In this section we study if the Lipschitz condition is satisfied on the canonical vector field
naturally associated to the l-unfolding of a G-simple square matrices singularities classified
in [3, 4]. Our goal is to obtain a better understanding of its behaviour. In [8] we consider
versal deformation of determinantal singularities of codimension 2 and we showed this behaviour
depends on the type of the normal form.

The next result presents a part of the classification of G-simple symmetric matrices obtained
by Bruce on Theorem 1.1 of [3].

Proposition 3.1. The G-simple germs F : C2 — Syms of rank 0 at the origin are given in the
following table.

Normal Form Discriminant
TA
> >
1. <{E ye) If = 1,£ = 2 Ak+£+1
T 0
2. <0 y2 + {L'k> If 2 2 Dk+2
T 0
>
4 (x yk) k> 2 D
. v zy = 2k+1
2 2
5. <y2 Zz) Eg
T 0

In the following result we establish conditions for the Lipschitz triviality of the canonical
vector field associated to the normal forms introduced in the above proposition. Differently
from the cases exhibited on [8], here we present examples with a different nature. Taking the
versal deformation of a normal formal we can find directions that produce Lipschitz trivial
deformations, Lipschitz deformations off the origin or non-Lipschitz.
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Proposition 3.2. Following the table of normal forms of G-simple germs F : C? — Syma

of rank O at the origin, the canonical vector field associated to the 1-parameter deformation F

Syma

TG F

1. For the normal form 1 of the table, if the canonical vector field associated to F is Lipschitz
then 6 can be written in the form

induced by 0 € is Lipschitz in the following conditions:

k=1
ag + Z a;y" 0
0= = =2 ]
0 b() + Z bjy]

Jj=r
with a;,b; € C and r = min{k, £}.

2. For the normal form 2 of the table, the canonical vector field associated to F is Lipschitz
if and only of @ can be written in the form

a b

9 — k=2

b Z dil‘l ’
i=0

with a,b,d; € C.

3. For the normal form 8 of the table, the canonical vector field associated to F is Lipschitz
if and only of 0 is constant.

4. For the normal form 4 of the table,the canonical vector field associated to Fis Lipschitz

if and only of %5 = %—5, i.e., 0 can be written in the form

a b
k—1 ]
b Z bjl‘] ’

=0

0:

with a,b,b; € C.

5. For the normal form 5 of the table, the canonical vector field associated to the 1-parameter
deformation F induced by 0 € ;ygm; is Lipschitz if and only if the 1-jet type of F' and F
agree.

6. For the normal form 6 of the table, the canonical vector field associated to F is Lipschitz
if and only of 0 is constant.

The proof follows from the following lemmas.

Lemma 3.3. Let F : (C?,0) — Syms be a G-simple germ of rank O at the origin whose dis-

criminant of type Ax1¢—1. Let F be a deformation induced by 0 € ;%T; If the canonical vector

field associated to F' is Lipschitz then 0 can be written in the form

k-1
ag + Z a;y’ 0
9 _ i=r o - ,
0 bo + Z bjyj

j=r
with a;,b; € C and r = min{k, ¢}.
In particular, in the case £ = k, the canonical vector field associated to F is Lipschitz if and
only if € is constant.
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Yoz
z yt)

is generated by

Proof. The normal form of F' is

S
Then, the normal space Al

TG F
10 00 y 0 y =10 0 0 0 0
o o/’\0o 1/°\0 o)\ 0 0)’\0 y)>"\0 ¢2)("
Syms . . .. . .
Ifo e TG.F then 6 is a C-linear combination of the above elements, i.e., there exist a;,b; € C
such that ‘
k=1
> ay 0
0=|"~" =2
0 > by’
§=0
Thus,
k=1
(vt aw x
= =0 k=2
T yP+t > by
§=0
Notice that Ip(F) is generated by
k-1 ' ' -2 . 4
{z — x/’yk _ y/k + tzai(yl _ y/z)7y£ _ y/e +tzbj(yj _ y’])}
i=1 j=1

k—1 ) .42 . :
and Ip(0) is generated by { S ai(yt —y"), Z by’ — y”)}.

Consider the curve ¢(s) = (s¥+¢, 25714 25, sF+¢ k44 5). Thus,

- -2
¢*(Ip(F)) = (s*+f, (2F — 1)k + sF+¢ Zai(Zi — 1), (2 = 1)s" + M b (27 - 1)),
— =
which is contained in (s"). Since Ip(f) C Ip(F), then
k—1 -2
<Z 51721)] > g <5T>a
i=1 j=1
which finishes the proof. U

Lemma 3.4. Let F : (C?,0) — Syms be a G-simple germ of rank 0 at the origin whose discrim-
inant of type Dyya, k > 2. Let F be a deformation induced by 0 € % Then the canonical

vector field associated to F is Lipschitz if and only of 0 can be written in the form

a b

0 = k=2 .
b S dit |
=0

with a,b,d; € C.
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x 0
O y2+$k .

is generated by

Proof. The normal form of F' is

Symeo
TG.F

o 0) (o) G666 2 ute))

Thus, we can write

Then, the normal space

a b+ cy
k=2
b+cy > diz' |’
i=0
with a, b, c,d; € C,
k—2

Ip(0) = (c(y—y'), Y di(z" —a'"))

i
and

k—2
Ip(F) = (z—a' tely —y'), 0> —y? +aF —a* +1) (2" —a")).
i1
Consider the curve ¢(s) = (s,2s2,2s, 5,52, 5). Notice that

k—2
¢*(Ip(F)) = (s%,¢s?,3s% + (28 —1)s% + dei(Zi —1)s") C (s%).

Suppose the canonical vector field is Lipschitz, i.e., Ip(0) C Ip (F) Then,

cs = ¢ (c(y —y')) € (s)
and so ¢ = 0. s
Conversely, if ¢ = 0 then Ip(0) = (Y. di(z* — ")) C (x — 2’) C Ip(F). O
i=1
Lemma 3.5. Let F : (C?,0) — Symy be a G-simple germ of rank 0 at the origin whose dis-

criminant of type Dog, k > 2. Let F be a deformation induced by 0 € ;ygm; Then the canonical

vector field associated to F is Lipschitz if and only of 0 is constant.

T 0
0 ay+y*)”

S
ngn; is generated by

(o 0) 6 )G o) o) )63~ )b

So we can write

Proof. The normal form of F is

Then, the normal space

k=2
> ayt a
0 _ 1=0



222 THIAGO F. DA SILVA, NIVALDO G. GRULHA JR., AND MIRIAM S. PEREIRA

k=2 k=1
for some a,a;,b; € C, Ip(0) = (> a;(y* —y"), > bj(y? —y")) and
i=1 j=1
k—1 »
Ip(F)=(z—u +tzaz )ozy —a'y +yF =yt 1Y by —yY)).
j=1
Consider the curve ¢(s) = (s 2s%, 25, 5% 5% s). Then
o*(Ip(F)) = (s —+—sl’c§:aZ o 1)st, 3P 4 (2F —1)s —|—5kZb I —1)s7) C (sP).
k—2 _ _ - _ _
If the canonical vector field is Lipschitz then " a;(2" — 1)s* and Z b;(27 —1)s? belong to
i=1 j=1
(s*). Hence, a; = 0 and b; = 0 for all i and j. Therefore, ¢ is constant.
O
Lemma 3.6. Let F': (C?,0) — Symy be a G-simple germ of rank 0 at the origin whose discrim-
- S
inant of type Dogr1, k > 2. Let F be a deformation induced by 0 € Tzém;. Then the canonical
N e
. = o oF OF ‘ ,
vector field associated to F is Lipschitz if and only of = o i.e., 8 can be written in the
Y Y

form

a b
k-1 _
b > bjz? )’
=0

(%)
y" owy)

is generated by

8:

with a,b,b; € C.

Proof. The normal form of F is

Then, the normal space

y
Tge

o )G o) D)6 ) (o 8)-( 2) ()}

Thus, we can write

k—1 _
a+ > ay’ b
0= =1 k—1 )
b Z bjl‘j
=0
with a, a;, b, b]' S (C,
k—1 k-l
Ip(0) = O aily’ — "), Y bj(a? — "))
i=1 j=1
and
k—1 k-1

Ip(F) = <x—x’+t2ai(yi —y),y" —yF oy —x’y’—i—thj(a:j —z')).

i=1 j=1
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Consider the curve ¢(s) = (s*,2s*,2s, s*, s¥ s). Then

k—1 k—1
¢*(Ip(F)) = (s" + s Y ai(2' = 1)s", (2 — 1)s%,3M1 4+ 67> (27 — 1)sM) € (s*).
i=1 j=1
= k-1 . .
If Ip(0) C Ip(F) then Y a;(2°—1)s® € (s*), hence a; = 0 for alli € {1,...,k—1}. Conversely,
i=1
k=1 _
if a; =0, for all i € {1,....,k — 1} then Ip(0) = (Y bj(a? — 2")) C (x — a') C Ip(F). O
j=1

Lemma 3.7. Let F : (C2,0) — Syms be a G-simple germ of rank 0 at the origin with discrimi-
nant of type Eg. Then the canonical vector field associated to the 1-parameter deformation F

Symeo
TG.F

Proof. The normal form of F is

is Lipschitz if and only if the 1-jet type of F and F agree.

x y2
y2 1‘2 .

is generated by

induced by 0 €

Yymo
TG F

(o 0) (1) 6 o)Go)6) G )

Then, the normal space

S -
If0 e ym2 induces a non-trivial deformation F' then we can write
TG F
ay + asy + agy? 0
0 = .
(xvy) ( 0 as + asy + aGy2
Thus
Fo(®t t(ar + asy + asy?) y?
= 2 2 2y | -
Y z? + t(az + asy + asy’)

Notice that Ip(0) = (as(y —¢') + as(y* = y?),a5(y — ') + as(y* — y"*)).
Suppose the 1-jet type of F and F agree. Then az = a5 = 0 and in this case
Ip(0) = (aa(y® = y), as(y* — y*)).

Since y?2 —y? € Ip (F) then Ip(0) C ID(F) and the canonical vector field is Lipschitz.
Conversely, if the canonical vector field is Lipschitz then a3 = a5 = 0. In fact, we are assuming

that ID(Q) g ID(F)
We have Ip(F) is generated by
{v? =y — 2" +tasly —¢) +aa(y® —y”?)),2° — 2" + t(as(y — ) + as(y® —y))}-
Consider the curve ¢(s) = (s, 253,252, 5,53, 5?). Then we have that
¢*(Ip(F)) = (35,5 + s(ass® + 3ags?), 35 + s(ass® + 3ags?)) C (s%).

Since ¢*(Ip(6)) C ¢*(Ip(F)) C (s°) then ¢*(as(y — ¢') + as(y® — y'*)) = azs® + ass € (s%)
which implies that azs® € (s), hence az = 0. Analogously, using the same curve, we prove that
as = 0. O
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Lemma 3.8. Let F : (C?,0) — Symy be a G-simple germ of rank 0 at the origin whose dis-
Syms

TG.F Then the canonical vector

criminant of type Er. Let F be a deformation induced by 0 €

field associated to F is Lipschitz if and only of 8 is constant.

x 0
0 :172+y3 .

is generated by

Proof. The normal form of F' is

yma
TG.F

{06 DG o) )6 060G o))

So we can write

Then, the normal space

g — ( a1 +asy ) a3+a6y+a7y2> 7
az + agy + ary a2 + aqgy
for some a; € C,
In(0) = (as(y — ') aaly —y'),a6(y — ') + ar(y* — %))
and
Ip(F) = (z —a' +tas(y — '), tas(y — v) + ar(y® —y*)),2® — 2 + ¢* — y° + taa(y — ¢/)).
Consider the curve ¢(s) = (s2,2s3,2s, 52,53, s). Thus,
¢*(Ip(F)) = (s° 4 ass>, ags® + 3azs*, 358 + 7s° + aus®) C (s%).
If the canonical vector field is Lipschitz then ass, ass, ags + 3ays? € (s3) which implies that

a4 = a5 = ag = a7y = 0. Therefore, 6 is constant. O

As in [8], the canonical vector field associated to the 1-parameter deformation F of the normal

forms presented in [3] induced by 6 € ;ygmg is Lipschitz if and only if the 1-jet type of F' and F

agree. The proof of the next result is analogous to the proof of the main result of [8].

Proposition 3.9. For all G-simple germs F : C" — Syms of rank 0 at the origin we have that
Sym3 .
TG.7 is

the canonical vector field associated to the 1-parameter deformation F induced by 6 €

Lipschitz.

Proof. Suppose that F is of 1-jet-type of the form in the tables in items (5) and (6) of Theorem 1.1
Mat(g) (Or)
TGF

differences of the monomial generators of the maximal ideal are in Ip(F). In particular the ideal
I from the diagonal satisfies the inclusion In C Ip(F). Let 6;, i € {1,...,6} be the components
of 6. Notice that every (6;)p vanishes on the diagonal A which implies that all the generators
of Ip(#) belong to In. Therefore, Ip(8) C In C Ip(F) and Proposition 3.4 of [8] ensures the
canonical vector field is Lipschitz.

from [5]. Since 0 € , the r order 1 entries of the matrix F' stay unperturbed, thus the

O

Remark 3.10 ([3], Remark 1.2.). In the cases when r = 2 and n = 2,3 the G-codimension of
the germs and the Milnor number of the discriminant coincide.

The next result is an application of the results of the previous section for the real case. The
proof follows the same steps of Theorem 2.8 of [§].
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Theorem 3.11. Consider the G-simple germs F : R™ — Hom(R™,R"™) of rank 0 at the origin,
classified in Theorem 1.1 of [4], and consider the semi-universal unfolding

F:RxR" = R x Hom(R",R"),

Mat, (A,
where 0 € %
If the ideal of 1-minors of F defines a reduced point then the canonical vector field is Lipschitz.
. . . . Mat,(A,)
Proof. Since the ideal of 1-minors of F' defines a reduced point and 6 € “TG.F then the r

order 1 entries of F' stay unperturbed, thus the differences of the monomial generators of the

maximal ideal are in Ip(F). Consequentely, In C Ip(F). Let 6;; be the components of 6,
i,j € {1,...,n}. Clearly all (0;;)p vanish on A. Hence, Ip(#) C In and the proof is done by
Corollary 2.5. O

Remark 3.12. In [20], the author obtained sufficient conditions for topological triviality of
1-parameter deformations of weighted homogeneous matric M (see Proposition 6.1 and
Proposition 6.2). Considering the action defined in the Definition 1.1, the triviality condition
is related to the tangent space to the G-orbit of M. These conditions ensure that the canonical
vector field is integrable.

At this point, one way to continue our study is to show that the homeomorphism obtained
by integration of the canonical Lipschitz vector fields gives the bi-Lipschitz equivalence of the
members of the respective family of square matriz map-germs according to Definition 1.1.
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CHAOS IN PERIODICALLY FORCED REVERSIBLE VECTOR FIELDS

ISABEL S. LABOURIAU AND ELISA SOVRANO

ABsTRACT. We discuss the appearance of chaos in time-periodic perturbations of reversible
vector fields in the plane. We use the normal forms of codimension 1 reversible vector fields
and discuss the ways a time-dependent periodic forcing term of pulse form may be added to
them to yield topological chaotic behaviour. Chaos here means that the resulting dynamics is
semiconjugate to a shift in a finite alphabet. The results rely on the classification of reversible
vector fields and on the theory of topological horseshoes. This work is part of a project of
studying periodic forcing of symmetric vector fields.

1. INTRODUCTION

A standard classification of continuous dynamical systems defined by a set of first order ordi-
nary differential equations distinguishes between conservative systems and dissipative ones [9].
On the one hand, conservative systems can be described by a Hamiltonian function. By varying
the initial conditions, these systems can exhibit regions of regular motions surrounded by a sea
of chaotic ones. Instead, dealing with dissipative systems, conserved quantities are no longer
guaranteed, and chaotic regions could coexist with stable equilibria, limit cycles, and strange
attractors.

In between conservative and dissipative systems, there are systems with reversing symmetries.
By reversible dynamical systems we mean those admitting an involution in phase space which
reverses the direction of time (see [1, 4, 10, 13]). It is shown that these systems despite having
similar features to Hamiltonian ones (e.g., at an elliptic equilibrium can possess the same struc-
ture), yet they are different because they can also have attractors and repellers. The additional
structure given by reversing symmetries allows exhibiting complex behaviors for codimension
one bifurcations, and so, it can be responsible for chaotic dynamics.

The goal of this paper is to find chaos for a class of planar periodically perturbed reversible
systems whose normal form analysis is studied in [13]. We take into account the local bifurcations
of low codimension by arguing what dynamical behaviors we can expect. Our main result is the
following.

Theorem 1.1. Let X (x,y) be a fized type of normal form for a one-parameter family of codi-
mension 1 reversible vector fields, of either saddle type or of cusp type. Let A1 and s be two
real distinct values. Suppose that the dynamical system X = X(z,y) switches in a T-periodic
manner between

X = Xy, (x,y) fort €[0,71) and X = X, (x,y) fort € [m,m + 72)

with 71 + 70 = T. Then for open sets of the parameters (A1, A2) and for 71 and 1o in open
intervals there exist infinitely many T -periodic solutions as well as chaotic-like dynamics for the
problem X = X (z,y).
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The paper is organized as follows. In Section 2 we discuss the classification of plane reversible
vector fields of codimension 0 and 1. In Section 3 we give a review of the concept of symbolic
dynamics and topological horseshoes. We collect preliminary topological results in the phase-
plane that can produce chaotic dynamics. In Section 4 we prove Theorem 1.1 for the two of the
four normal forms of codimension 1 reversible vector fields: i) saddle type and i) cusp type. We
conjecture that the other two possible normal forms, namely 4ii) nodal type and iv) focal type,
may also be amenable to the same treatment.

2. PLANAR REVERSIBLE SYSTEMS

In [13], M. A. Teixeira has provided a local classification of 2D reversible systems of codimen-
sion less than or equal to two. A dynamical system X = V(X) is called reversible if there is a
phase space involution h (i.e., h? = 1d) such that Dh(p)V (p) = =V (h(p)) for p € R?. We deal
with reversible planar systems where the involution is h(z,y) = (x, —y). Hence, we consider a
dynamical system of the following form

21 {x = yf(e.9?).

g = g(z,y?),

where the functions f and g are smooth. We consider the behaviour of (2.1) near the origin,
often making the assumption that it has an equilibrium at the origin. In the half-plane y > 0,
by using the transformation v = x and v = 32, we can write system (2.1) equivalently as follows

U= ﬁf(uv v),
0 = 2y/vg(u,v).
Through the symmetry properties of the vector field X (z,y) associated with (2.1), the behavior

of X mnear (0,0) may be described by the analysis in the half-plane {(u,v) € R%: v > 0} of the
vector field Y (u,v) = (f(u,v), g(u,v)).

2.1. Normal forms. Following the work in [13], the generic equilibria of reversible ODEs near

the origin are either centers and saddles on the line of symmetry or a couple of repellers and
attractors, as in Figure 1.

TN\
SN e

FIGURE 1. Phase-portraits of equilibria occurring in generic 2D reversible fields.
The local geometry may be of a center (left), a saddle (middle), or a pair of
attractor and repeller (right).

Let S be the line {(z,0): x € R}, the set of fixed points for h. An equilibrium point of V that
lies on S is called a symmetric equilibrium.
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Theorem 2.1 ([13]). The normal forms around a symmetric equilibrium at (0,0) of a struc-
turally stable reversible vector field X are:

o X(z,y) = (y,2),
i X(iL’,y) = (y7 7‘%)
In the first case the origin is a center, and in the second one it is a saddle. The next result

classifies one parameter families X of reversible vector fields such that Xy has a symmetric
equilibrium at the origin.

Theorem 2.2 ([13]). The normal forms of one-parameter families of structurally stable re-
versible vector fields X near a symmetric equilibrium at (0,0) are:
i) saddle type: Xx(z,y) = (zy,x —y* + N),
ii) cusp type: Xx(x,y) = (y, 22 + \),
iii) nodal type: X(z,y) = (xy,z + 2y> + ) or X\(z,y) = (—zy, v — 23> + \),
iv) focal type: Xx(z,y) = (zy + y3, —x + y*> + \).

Depending on A, the phase-portraits of the above normal forms can be described as follows.

y

<0//\ -

A

0 >0

FIGURE 2. Phase-portraits reversible vector fields of saddle type.

Figure 2 shows the phase portraits of the saddle type. When A < 0 there is an equilibrium at
(—A,0) which is a saddle. When A > 0 there are three equilibria: a center and two saddles at

(=X, 0), (0, —v/A) and (0, v/X\), respectively. The saddle points are connected through heteroclinic
trajectories which surround periodic orbits.

A=0

FIGURE 3. Phase-portraits reversible vector fields of cusp type.

Concerning the cusp type when A < 0 there are two equilibria: a center and a saddle which
are at (—v/—=M\, 0) and (\/TA, 0), respectively. Due to the reversibility, the only periodic orbits
are the ones that meet the points (z,0) with —2v/—X < 2 < /=X, as in Figure 3. Moreover,
these orbits are located inside the homoclinic trajectory that passes through (—2v/—X,0). When
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A = 0 there is only an equilibrium which is a degenerate saddle at (0,0) and all the orbits are
unbounded. When A > 0 there are no equilibria.

e
/e il i

A=0 >0

FIGURE 4. Phase-portraits reversible vector fields of nodal type (first case).

For the nodal type (first case, shown in Figure 4) when A < 0 there are three equilibria: an
attractor, a repeller and a saddle, located respectively at (0, f\/f)\/2), (0, \/f/\/2) and (—A\, 0).
When A = 0 there is only an equilibrium at (0,0). When A > 0 there is only an equilibrium at
(—A,0) which is a center and in the half-plane z < 0 all the orbits are periodic. In the second
case there is always an equilibrium at (—\,0) and for A > 0 there is also a pair of equilibria at

(07 :l:\/ )\/2).
é y /y y
: \\\

= >0

FIGURE 5. Phase-portraits reversible vector fields of focal type.

For the focal type when A < 0 there are three equilibria: a saddle and two foci at (), 0),
(A2, —+/—=A/2) and (N\/2,1/—)/2), respectively. When A > 0 there is only an equilibrium at
(A, 0) which is a center and all the orbits are periodic as in Figure 5.

3. BACKGROUND ON CHAOTIC DYNAMICS AND PRELIMINARY RESULTS

3.1. Symbolic dynamics and chaos. To review the topological approach exploited through-
out the paper, we start by introducing some notation and definitions of symbolic dynamics.
General information on the subject may be found in the book by Guckenheimer and Holmes [2],
with examples in Chapter 2 and a more general case in Chapter 5. A more detailed treatment
is given by Wiggins and Ottino [14]. The point of view used here is similar to that of Kennedy
and Yorke in [3] of Margheri et al in [5] and of Medio et al in [6].

Let ¥,, := {0,...,m — 1}* be the set of all two-sided sequences S = (s;)icz with
s; € {0,...,m — 1} for each ¢ € Z endowed with a standard metric that makes ¥,, a compact
space with the product topology. We define the shift map o: X, = X, by 0(S) = 5" = (s)icz
with s} = s,11 for all i € Z. We say that a map h on a metric space is semiconjugate (respectively,
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conjugate) to the shift map on m symbols if there exists a compact invariant set A and a con-
tinuous and surjective (respectively, bijective) map IT: A — %, such that IT o h(w) = o o II(w),
for all w € A.

The deterministic chaos is usually associated with the possibility to reproduce all the possible
outcomes of a coin-tossing experiment, by varying the initial conditions within the dynamical
system. We can express this concept using the symbolic dynamics of the shift map on the
sets of two-sided sequences of 2 symbols. However, by considering a finite alphabet made by m
symbols the possible dynamics can be more complex. Hence, in the sequel we adopt the following
definition of chaos (cf., [5, 6]).

Definition 3.1 (Symbolic dynamics). Let h: dom h C R? — R? be a map and let D C dom h be
a nonempty set. We say that h induces chaotic dynamics on m > 2 symbols on a set D if there
exist m nonempty pairwise disjoint compact sets Ko, ..., Km—1 C D such that for each two-sided
sequence (8;)icz € X there exists a corresponding sequence (w;)icz € D% such that

(3.1) w; € Ks, and w1 = h(w;) for all i € Z,

and, whenever (s;)icz, € Xy, is a k-periodic sequence for some k > 1 there exists a k-periodic
sequence (w;)iez, € D satisfying (3.1).

For a one-to-one map h, Definition 3.1 ensures the existence of a nonempty compact invariant
set A C U;";OllCi C D and a continuous surjection II such that hj, is semiconjugate to the
Bernoulli shift map on m > 2 symbols. Moreover, it guarantees that the set of the periodic
points of h is dense in A and, for all two-sided periodic sequences S € 3,,, the preimage IT~1(S)
contains a periodic point of h with the same period (cf. [6, Th. 2.2]). In this respect Definition 3.1
is related, by means of [6, Th. 2.3], to the concept of topological horseshoe introduced in [3].
This is a weaker notion of chaos than the Smale’s horseshoe (see [2, ch. 5]) because the latter
requires the full conjugacy between hj, and the shift map on m symbols.

We introduce the notion of an oriented topological rectangle and the stretching along the
path property by borrowing the notations and definitions from [5, 7]. The pair R = (R,R™)
is called oriented topological rectangle if R C R? is a set homeomorphic to [0,1] x [0, 1], and
R~ =R, UR,, where R, and R, are two disjoint compact arcs contained in OR.

Definition 3.2 (SAP property). Given two topological oriented rectangles Ry = (R1,RY),
ﬁg = (R2, Ry ) and a continuous map h : domh C R2 — R?, we say that h stretches ﬁl to 7%2
along the paths if there exists a compact subset K of Ry Ndom h and for each path ~y: [0,1] — R4
such that v(0) € Ry, and v(1) € Ry, (or vice-versa), there exists [to,t1] C [0,1] such that

o Y(t) € K for allt € [to,t1],

o h(y(t)) € Re for allt € [to,t1],

o h(y(to)) and h(y(t1)) belong to different components of Ry .
In this case, we write

(K,h): Ry<= Ro.

Given a positive integer m, we say that h stretches 7%1 to ﬁg along the paths with crossing
number m and we write

h: 7/?\,1 =" 7/?\,2
if there exist m pairwise disjoint compact sets

,Co,...,lcm,1 Q Rl N dom h
such that (K;,h): Ry < Ry for each i € {0,...,m — 1}.
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Finally, in order to detect chaos, a useful topological tool is the Stretching Along the Paths
(SAP) method introduced in [6]. In our framework, it can be stated as follows (cf., [5, Th. 2.1]).

Theorem 3.1 (SAP method). Let h;: domv C R? — R? and hy: domn C R? — R? be
continuous maps. Let Ry = (R1,Ry) and Ry = (R, Ry ) be two oriented rectangles in R2.
Suppose that

o there exist n > 1 pairwise disjoint compact subsets of Ry N domwv, Qq, ..., Qn_1, such
that (Q;,h1): R1=> Ro fori=0,...,n—1,
o there exist m > 1 pairwise disjoint compact subsets of Ro N dommn, Ko, ..., Kmnm_1, such

that (’Ci,hg)l 7%2% 7/?\,1 fOTi =0,...,m—1.
If at least one between n and m is greater than or equal to 2, then the map h = ho o hy induces
chaotic dynamics on n X m symbols on

o= |J anv(ky.
i=0,...,n—1
7=0,....m—1

For the proof of Theorem 3.1 we refer to [5, Th. 2.1].

3.2. Topological tools in the phase-plane. The geometry associated to the phase-portrait
of (2.1) exhibits unbounded solutions and periodic trajectories. These configurations guarantee
the existence of two types of invariant regions: topological strips and topological annuli confined
between unbounded and bounded solutions, respectively. In this section we will give some pre-
liminary topological results on the phase-plane (z,y) needed to establish the dynamics induced
by (2.1).

By a topological strip S we mean the image of a straight strip of finite width

S:={(z,y) €ER*: 2y <z <9, -1 <y <1}
through a locally defined homeomorphism
hs: (x1,32) x [-1,1] = S.

Let a bridge in S be the image by hg of any simple continuous curve 7: [a,b] — S such that

v(a) = (&,—1) and ~(b) = (&,1) for some &, & € (x1,x2) or, viceversa, y(a) = (&,1) and
A topological annulus A is defined as the image of a rectangular region

A::{(x,y)GRQ:1§x§27—1§y§1}

through a continuous map
ha:[1,2] x [-1,1] — A,

such that the restriction of ha to (1,2) x [—1,1] is a homeomorphism and ha(1,y) = ha(2,y).
We notice that the restriction to (1,2) x [—1,1] yields a strip. Moreover, the boundary of the
topological annulus 0.4 is the union of two Jordan curves ' A := ha (z, —1) and 9°A := ha(z, 1).
We denote the portion of the plane outside a generic Jordan curve I' by out(I') and the one
inside by in(T"). For identification purposes, let 9°A C in(9°A). In this manner, we can identify
two connected sets, one bounded and another one unbounded given by in(9*.A) and out(9°A),
respectively. Let a ray in A be any simple continuous curve 7: [a,b] — A such that v(a) € 9°'A
and v(b) € 9°A or, viceversa, y(a) € 9°A and v(b) € 9' A.

We are interested in crossing configurations between either an annulus and a strip or two
annuli. In particular we are looking for similarities with the geometry of the linked-twist maps
(see [8, 14]). Hence, we introduce the following definition and in Figure 6 we provide a visual
representation of the linkage condition between an annulus and a strip.
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Definition 3.3 (Linkage condition). Let A be a topological annulus and S be a topological strip.
We say that A is linked with S if there exist a bridge v1 in S, a ray 72 in A, and a topological
ball B containing A such that:

o 1 Cin(0'A);

e NS =0;

e (S\ 1) NOB consists of exactly two disjoint bridges.

From Definition 3.3 we observe that when A is linked with S, then the topological ball B is
cut into two connected components BT and B~.

FIGURE 6. Linkage condition. The figure represents an example of a topological
annulus (red) linked with a topological strip (blue) through the existence of a
bridge (black) and a ray (green).

Notice that Definition 3.3 involves only the geometry inside a topological ball B. Therefore it
could include the case when the strip S is the intersection of an annulus As with the ball B. In
this manner we are generalizing the definition of the linkage between two annuli A;, Ay given in
[7, Definition 3.2]. In the following proposition we also recover some of the properties collected
in [7, Proposition 3.1] for the linkage of two annuli.

From the third requirement of Definition 3.3 it follows that the set B\ S has two connected
components that will be denoted BT and B~.

Proposition 3.2. If the topological strip S is linked with the topological annulus A, then
there exists a topological ball B containing A, a bridge vs in S and a ray v4 in A such that
v3 C B\ in(0°A), and denoting by Bt the component of B\ S that contains vo C BT, then
v4 C B™.

Proof. First of all we observe that the existence of a bridge v3 C B\ in(9°A) follows immediately
from Definition 3.3. Indeed, we can choose 3 between one of the two components of (S\v,)NoB
and one of the bridges in (S\ v1) N dB.

The proof of the existence of the ray v, is entirely analogous to that of [7, Proposition 3.1]
and is omitted. O
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In the sequel, we deal with the study of the dynamics in a strip S and in an annulus A. If
they are linked, then there exist two disjoint topological rectangular regions Ry C ANSN B
and Re C ANSNB.

Firstly, we consider the following continuous map

(3.2) ps: S = S.
Without loss of generality, we can assume that R1, R are homeomorphic to
Ry =[-2,—-1] x[-1,1] and Ry =][1,2] x [-1,1],
respectively. We suppose that the map ¢s in (3.2) admits a lift 55 to the covering space
[a,b] x [-1,1], with a < —2 and b > 2, defined as
bs: (@,y) = (z +E(x,9),¢(x,y))

where (, 2 are continuous functions.

Definition 3.4 (Strip boundarz invariance condition). The condition holds for the map ¢s if
the second coordinate of its lift ¢s satisfies ((z,—1) = —1 and {(z,1) = 1.

VRN
R1 RZ
—1 | T
T T
a 2 -1 1 2 b

(A) Image of [1,2] x {—1} and [1,2] x {1} under a twist condition with
respect to the rectangle R;.

a -2 -1 1 2 b
(B) Image of the rectangle Ry under a twist condition with respect to

the rectangle R;.

FIGURE 7. Example of strip twist condition.

Definition 3.5 (Strip twist condition). The condition holds with respect to Ry for x € [1,2] if
either

E(z,—-1) <-4 and

[1]

(,1) = -2,
or
H(x,—1) > -2 and ZE(z,1) < —4.
The condition holds with respect to Ry for x € [—2,—1] if either
E(x,—-1) <2 and ZE(z,1) >4,
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or
ZE(x,—1) >4 and E(z,1) <2.
Secondly, we consider the following continuous map
(3:3) pa: A= A
We suppose that the map ¢4 in (3.3) admits a lift 5,4 to the covering space R x [—1, 1] defined

as

pA: (O,p) = (9 + e(eap)’w(evp))v

where 6, p are generalized polar coordinates, and O, w are continuous functions 1-periodic in
the O-variable. Without loss of generality, we can assume that R; and Ro are represented in the
covering by Ry = [2k,2k + 3] x [—1,1] and Ry = [2k + 1,2k + 3] x [—1,1], respectively.

R,

| ]
-1 172 0 12 1 32 2 32

(A) Image of [1,1/2] x {—1} and [1,1/2] x {1} under a twist condition
with respect to the rectangle R;.

-1 -1/2 0 1/2 1 3/2 2 32

(B) Image of the rectangle R; under a twist condition it goes across a
copy of Re. Here j_1 = j1 = 0.

FiGUrE 8. Example of an annular twist condition.

Definition 3.6 (Annular boundary invariance condition). The condition holds for the map ¢4
if the second coordinate of its lift ¢ 4 satisfies w(0,—1) = —1 and w(6,1) = 1.

Definition 3.7 (Annular twist condition). There exist integers j_1 and j1 such that the condition
holds with respect to Ry for 0 € [0,1/2] if either

00,-1)<2j_1+3% and O(0,1)>2j + 3, withj1 +1—j_1 >0

or
0(0,-1)>2j_1+35 and O(0,1) <2jy+ 3, withj_1+1—j >0
hold.

We notice that when the annular twist condition holds with respect to R; then the rectangle
Ry is stretched across Ry a number of times which is given by |j_1 — 71| + 1.
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Theorem 3.3. Let A be a topological annulus linked with a topological strip S. Let R; for
1 =1,2 be two disjoint oriented topological rectangles given through the linkage. Let p4: A — A
and ¢s: S — S, be two continuous maps that satisfy the boundary invariance conditions, and
the twist conditions. Then,

~ ~

G40 Ps: R]’ o yml Rj and ¢psopy: ’R,j+1 o=yl Rj+1
for some j (mod 2) with m = |j_1 — j1| + 1.

We notice that [7, Theorem 3.1] becomes a corollary of Theorem 3.3. For the proof we use
the following lemma.

Lemma 3.4. Consider
Ki=oa(20+1,204+3/2) x [-1,1))N Ry, (EZ

where R1 0 =[0,1/2] x [-1,1]. If ¢4 satisfies the annular twist condition then at least m — 1 of
the Ky are non empty with m = |j; — j_1| + 1.

Proof. We will prove the lemma in the case of the first annular strip condition, the proof for the
second condition being similar.

Let 6y € [0,1/2] be fixed. The vertical segment (6o, p), p € [~1,1] is mapped by ¢4 in to a
curve. Its end points satisfy

da(00,—1) = (0_1,—1) where 6_; < 0+ 2j_1 + 1,
¢.a(00,1) = (61,1) where 01 >0 +2j_1 + 5 +2m — 1.
Hence, |01 — 61| >2m — 1| and Ky #Qfor { =35_1,...,5-1+m—1. O

Proof of Theorem 3.3. First of all without loss of generality we assume that ¢s maps Ro across
R1 thanks to the strip twist condition. Hence we prove that ¢s o ¢.4: 7%1 =" ﬁ1. The other
situations are just an adaptation of this proof.

We want to find disjoint compact subsets Ky, ..., /C—1 C R1 such that for any continuous
path v across Ry with v(0), y(1) in different components of 9R1, the restriction ¢ a(v(t))|x, goes
across Ra. In order to do this we work on the covering space, where the Iy will be represented by
the K, of Lemma 3.4. The K, are pairwise disjoint because the K, lie in a single representative
RI,O of Rl.

The arguments used in the proof of Lemma 3.4 ensure that the curve 4(¢) in the covering,
satisfying 4(0) = (6p, —1), and F(1) = (61,1) with 6y, 61 € [0,1/2] goes across all the Ky, and
that the restriction of 4 to each K, goes across some copy, [2¢+ 1,20 +3/2] x [-1,1], of Ry. O

4. APPLICATION TO CODIMENSION 1 REVERSIBLE VECTOR FIELDS

To detect chaotic dynamics, we apply the topological results of the previous section to some
periodically forced reversible ODEs. In particular, we consider a T-periodic step-wise forcing
term p(t) that switches between two different values as follows

A1 fortel0
p(t) = 1 forte[0,m),
Ay forte [7’1,7’1—|—7‘2)7

where \; #£ Ay and 0 < 71 < 75 < T with 71 + 79 = T. We investigate the T-periodic problem
associated with the system

(41) i':yf(xva),
g =



CHAOS IN PERIODICALLY FORCED REVERSIBLE VECTOR FIELDS 237

where f and g are smooth functions that identify the normal forms of codimension 1 reversible
systems introduced in [13].

Our goal is to prove the existence of chaotic dynamics for system (4.1). First, we look at
the flow of the vector field X (z,y) associated with (4.1) which is given by the unique solution
(z(t),y(t)) = @(t,z0,y0) of X = X(z,y) satisfying 2(0) = zo and y(0) = yo. We study the
Poincaré map ®: R? — R? defined by ®(zo,y0) = (T, z0,y0) for every point (zg,y0) € R
Second, we notice that the full dynamics of the problem can be broken into two sub-systems

i =yf(z,y%),
“2) {y — g + A,

and

T = yf(w,yQ),
3 {y=g®w%+Az

Hence, we have that the Poincaré map ® may be decomposed as ® = ®,, o ®,, where, for any
(z0,90) € R%, @5, (z0,50) = @a, (11, %0,50) and Dy, (z0,50) = @a, (72, %0, yo) are the Poincaré
maps associated with (4.2) and (4.3), respectively. We outline here the structure of the proof
for the saddle case, done by applying Theorem 3.3.

1) Locate a flow invariant line I'y . for, say A1 and a closed flow invariant line I'y . for A,
making sure they intersect in at least two points. Then Iy, is going to be 9°A and T'; .
will be of one component of 0S.

2) Take 71 to be the time it takes for @), to move one intersection point to the next one.

3) Look at a curve v; ending at the first intersection point as a candidate for a bridge and
make sure @5, maps it to in (I'y.). Take P to be the other end point of ;.

4) Take the @y, trajectory through P to be the other component of S and take the
(closed) ¢y, trajectory through P to be 9°A. This ensures that the strip twist condition
(Definition 3.5) holds.

5) Obtain the time 79 for the annular-strip condition (Definition 3.7).

In this way we can prove that the dynamics of (4.1) is semiconjugate to a shift in a finite alphabet.

4.1. Saddle case. We assume that system (4.1) has a saddle structure by considering

T = uzy,
4 {y=x—y2+p@)

Depending on p(t), the phase-portrait of system (4.4) switches between different configurations
as described in Section 2.

Theorem 4.1. Let ® be the Poincaré map associated with system (4.4). Then for each Ay > 0
and each Ay with \1 > Ao and for an open set of values of 71 and 75 the map ® induces chaotic
dynamics on m symbols, for some m > 2.

Proof. First of all we notice that the following two cases can occur: Ay > Ag > 0or Ay > 0 > Ao.

Let us suppose that A; and A, are two fixed positive values satisfying the first case. Then for
both systems (4.2) and (4.3) there exist three equilibria. In particular, there exists a heteroclinic
cycle around the center (—\;, 0) which joins the two saddles (0, —v/A;) and (0, /A;), fori =1, 2.

Let (2*,0) be the point where the heteroclinic cycle of system (4.3) crosses the negative part
of the z-axis. Then two configurations are possible: —A\; < x* < —X or z* < —\;. It will be not
restrictive to consider the first configuration since the other situation can be treated similarly.
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y

FIGURE 9. Construction of the annulus A and the strip S in the saddle case.
Left: 0 < Ay < /\1; I‘ightl A2 <0 < A

We proceed with the construction of an annulus A and a strip & which satisfy the topological
conditions required to apply Theorem 3.3.

For any (z,y) € R?, we call I';(z,y) and T'y(x,%) the trajectories through the point (z,y) of
system (4.2) and (4.3), respectively. Let I'y(2*,0) be the heteroclinic trajectory through (z*,0),
then we define the outer component of 9A as

9°A = Ta(z*,0) U {(0, —/A2)} UT2(0,0) U {(0, v/ A2)}.
Let o < 0 with —As < a be any number so the trajectory T’y («, 0) through (o, 0) will cross the
heteroclinic connection I'y(x*,0). We take I'1 (o, 0) N {z* < 2 < 0} to be one of the components
of S, and we construct the other two boundary pieces of the annulus and the strip so as to
satisfy the linkage condition and the twist conditions.
Let 71 be the minimum positive time such that, if r(¢) is a solution of (4.2) through («,0)
with r(0) € T2(2*,0) N {y < 0}, then r(m) € T'2(z*,0) N {y > 0}. For any point

(z,y) € To(z*,0) N {y < 0}

close to r(0) the points ¢y, (71, x, y) form a curve through (7). Generically this curve goes across
I'y(z*,0) (otherwise, make a small change in «). Suppose that the curve is below I'y(z*,0) to
the left of r(71) (otherwise the arguments are similar). Take 5 < 0 with —A2 < f < o < 0 such
that the points in the trajectory I'1(3,0) of system (4.2) through (3, 0) satisfy the condition on
the curve. Then we take the other component of S as I'1(5,0) N {z* < z < 0}. It remains to
obtain the inner component of d.A.

Let IT: R? — R? be the projection on the second component, namely II(z,y) = y. For any
(x,y) € R? let ¢(z,y) = (px, (11,2, y)) and let ¢ (2,y) = ¢(z,y) +1(2,y), so ¢(z,y) compares
the height of ¢y, (71, 2,y) to that of the symmetric point of (x,y).

Let q(t) be the solution of (4.2) through (3,0) with ¢(0) € TI's(z*,0) N {y < 0}. Then
1(g(0)) < 0. Also there exists a o > 0 such that g(o) € T'a(z*,0) N {y > 0}. By construction,
¥(g(o)) > 0. Therefore, there exists & € (0,0) such that ¥(q(z)) = 0. This means that
©x, (11,9(71)) is symmetric to g(71). The trajectory I's(¢(c)) will go through both ¢(o) and
o, (11,9(7)). We define the inner component of A as 9'A := I'y(q(7)).

In this manner, the topological annulus A4 and the topological strip S are linked by construc-
tion (see Figure 9). The linkage condition gives two symmetric topological rectangles R; and
Ro (in the lower and upper half-plane, respectively) that satisfy the twist conditions. Indeed,
a strip-twist condition holds for ®,,: & — S because the rectangle Ry C ANSN{y < 0} is
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stretched across Re C ANSN{y > 0}. Since I'y(z*,0) is a heteroclinic connection then for
every m > 2 there exists 7o large enough such that an annulus-twist condition also holds for
®),: A — A because Ry is stretched across Ry m-times (depending on 75). The result follows
by an application of Theorem 3.3 to the Poincaré map ® = ®,, o ®,,. This concludes the first
case.

The proof above holds for a fixed value of 7, and for sufficiently large 5. However, we may
obtain the result for 7; in an open interval by taking different values of «.

The arguments above yield a proof for the case Ay > 0 > A3, we just indicate where it needs
to be adapted. The outer component of 9.4 may be taken as

0°A :=T1(2",0) U{(0,—/ )} UT1(0,0) U {(0, v/ M)},
where I' (z*, 0) is the heteroclinic trajectory of ¢y, going through (z*,0). One of the components
of 9§ will be I'y(ev, 0) with —A; < a < 0.

Then take 75 to be the least positive time to go from T's(e,0) N Ty (z*,0) N {y > 0} to
Iy (z*,0) N {y < 0}. Apply the arguments above to obtain the other component of 9S as a
¥y, trajectory that starting at I'y (z*,0) N {y > 0} arrives above I'y(z*,0) N {y < 0} in time 75.
Then find a point ¢ in this trajectory and in the upper half-plane, such that ®,, maps g to its
symmetric h(q). Take 9°A := T'3(q) to complete the construction. O

In the case when both A\; and )y are negative there are no annular invariant regions, so the
results cannot be applied. Moreover, in this case there are no non-trivial periodic orbits, so we
do not expect periodic forcing to yield chaos. The same holds for the cusp case below, when
both A1 and A are positive.

4.2. Cusp case. When system (4.1) has the following form

(4.5) {“’ kS

y=ax*+p(t).

then its phase-portrait is of cusp type. We notice that system (4.5) has also a Hamiltonian
structure, and at this juncture, when A\; < 0 and Ay < 0 the geometry is similar to the one
investigated in [11, 12]. Hence, we expect that chaotic dynamics occurs for 71 and 7o large
enough. For Theorem 4.1 we have used a heteroclinic connection to obtain an annulus twist
condition. Here the existing homoclinic connection may be used for the same purpose and, by
applying the procedure exploited for Theorem 4.1, we can prove what follows.

Theorem 4.2. Let & be the Poincaré map associated with system (4.5). Then for each \y <0
and each Ay with Ay < Ag and for an open set of values of 1 and o the map ® induces chaotic
dynamics on m > 2 symbols.

The case A1 < A2 < 0 of Theorem 4.2 may also be obtained as a corollary to [5, Theorem 4.1].
Our methods provide an alternative proof and extend the result to the case Ay < 0, Aa > 0. In
the latter case there is no invariant annulus for Ay > 0 and for the proof we need to use a strip
condition.
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CONLEY THEORY FOR GUTIERREZ-SOTOMAYOR FIELDS
H. MONTUFAR AND K. A. DE REZENDE

ABSTRACT. In [6], a characterization and genericity theorem for C''-structurally stable vector
fields tangent to a 2-dimensional compact subset M of R¥ are established. Also in [6], new
types of structurally stable singularities and periodic orbits are presented. In this work we
study the continuous flows associated to these vector fields, which we refer to as the Gutierrez-
Sotomayor flows on manifolds M with simple singularities, GS flows, by using Conley Index
Theory. The Conley indices of all simple singularities are computed and an Euler characteristic
formula is obtained. By considering a stratification of M which decomposes it into a union
of its regular and singular strata, certain Euler type formulas which relate the topology of M
and the dynamics on the strata are obtained. The existence of a Lyapunov function for GS
flows without periodic orbits and singular cycles is established. Using long exact sequence
analysis of index pairs we determine necessary and sufficient conditions for a GS flow to be
defined on an isolating block. We organize this information combinatorially with the aid of
Lyapunov graphs and using a Poincaré-Hopf equality we construct isolating blocks for all
simple singularities.

1. INTRODUCTION

In [6], C. Gutierrez and J. Sotomayor generalize characterization and genericity theorems
obtained by M. Peixoto [8] for structurally stable vector fields tangent to smooth compact two-
manifolds. The following definitions 1.1, 1.2 and 1.3 were introduced in [6] and the reader is
referred to the original paper for more details.

Definition 1.1. A subset M C R! is called a two-dimensional manifold with simple singularities
if for every point p € M there is a neighborhood V, of p in M and a C*°-diffeomorphism
U :V, = G such that ¥(p) = 0, where G is one of the following subsets of R3:

R ={(z,y,2); 2 = 0}, plane;

C={(z,y,2);2% —y?> — 22 = 0}, cone;

D ={(z,y, 2);zy = 0}, double crossing;

W = {(z,y,2); 22® — y* = 0}, Whitney’s umbrella;

T ={(z,y,2); zyz = 0}, triple crossing.

W is called a local chart at p.

These local charts are essential in order to define the stratified set M in the sense of Thom
[10], endowed with the partition {M(G),G} where G =R, C, D, W or T and M(G) is the set of
points p € M such that ¥(p) = 0 for ¥ : V, — G. Note that M(R) is a smooth two-dimensional

manifold called the regular part of M, M (D) is a one-dimensional smooth manifold, while M (C),
M (W) and M(T) are discrete sets.

Definition 1.2. A wector field X of class C™ on R! is said to be tangent to a manifold M C R!
with simple singularities if it is tangent to the smooth submanifolds M(G), for all G. The space
of such vector fields is denoted by X" (M).
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In [6], C. Gutierrez and J. Sotomayor determine conditions of stability for fixed points, periodic
orbits and singular cycles.

FI1GURE 1. Local types of hyperbolic fixed points

Definition 1.3. Let M C R! be a two-manifold with simple singularities. We call X7 (M) the
set of vector fields X € X" (M) such that:

(1) X has finitely many fized points and periodic orbits, all hyperbolic.

(2) The singular limit cycles of X are simple and X has no saddle connection.

(3) The a—limit set and w—limit set of every trajectory of X is either a fized point, a periodic
orbit or a singular cycle.

In this work, we refer to the flow X; associated with the field X € X" (M) as the Gutierrez-
Sotomayor flow.

In [6], C. Gutierrez and J. Sotomayor proved the following formidable theorem.

Theorem 1.4. Under either of the following hypotheses on X" (M):
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e r=1, or
e =23 ...,00 and each connected component of M(R) is either an orientable two-
manifold or an open subset of P? U K? U (T?4P?),

we have that:
(1) X7(M) is open and dense in X" (M), and
(2) X € X"(M) is structurally stable if and only if X € ¥"(M).

In this article, we study Gutierrez-Sotomayor flows from a topological perspective, using
Conley index theory. In Section 2 we define a Lyapunov function and in this Gutierrez-Sotomayor
context we show its existence for flows without periodic orbits and singular cycles. In proving
the existence of Lyapunov functions, we also prove that there is a neighborhood, N of p, in M
and a function f on N such that f is continuous and decreases along the orbits of X; on N — p.

In Section 3, we develop the classical Conley theory. In Theorem 3.2, the homotopical index
of singularities of a Gutierrez-Sotomayor flow, X;, on M are obtained. Therefore, by calculating
the ranks of the homology of the Conley index of a singularity p € M, denoted by (ho, k1, ha),
we present several Euler characteristic type formulas in Section 3.2 which relate the topology of
M to the dynamics of the flow X,.

In Section 4, a more general handle theory is introduced in order to establish a procedure
for constructing special isolating neighborhoods of simple singularities of a Gutierrez-Sotomayor
flow. GS handles are defined. In Theorem 4.2, a Poincaré-Hopf equality is presented, which
relates the first Betti number of the branched one-manifolds which makeup the boundary of the
isolating block (N7, Ng) of the singularity p € M with the number of boundary components in
Np and the numerical Conley index (hg, h1, he) of p. This theorem will guide our constructions
of isolating blocks.

In Section 5 we adopt a combinatorial approach, by associating a Lyapunov graph L to a GS
flow X; and a Lyapunov function f, by identifying to a point each connected component of a
level set of f.

In Theorem 5.3, through a long exact homological sequence analysis of index pairs we deter-
mine properties that a Lyapunov graph must satisfy in order to be associated to a GS-flow. The
main results herein generalize results of K. de Rezende and R. Franzosa [3] where Morse-Smale
flows and more generally continuous flows are classified on smooth surfaces.

2. LYAPUNOV FUNCTION

A Lyapunov function on M is a collection of Lyapunov functions on the strata of M c R!.
Note, however, that we do not require the function to be smooth, only continuous.

Definition 2.1. Let M be a two-manifold with simple singularities. If X; is a Gutierrez-
Sotomayor flow on M then a function f: M — R is called a Lyapunov function if:

(1) For each stratum M(G) of M:
(a) f |m(g) is a smooth function and f is continuous on M.
(b) The critical points of f |5;(g) are nondegenerate and coincide with the singularities
of Xt.
d
(c) %(f lagy (Xix)) <0, if x is not a singularity of X;.
(2) If p and ¢ are singularities of X, then f(p) # f(q).
In Section 2.1, we will construct a Lyapunov function f locally on a neighborhood of a GS

singularity. In Section 2.2 we extend this construction to isolating blocks and subsequently to
GS two-manifolds.
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2.1. Local Construction. Throughout this work, for simplicity, a two dimensional disk will
be referred to as disk D and a one dimensional disk as a segment 1.

Theorem 2.2. Let M be a 2-dimensional manifold with simple singularities. If p € M is a
singularity of a Gutierrez-Sotomayor flow X; on M then there exists a neighborhood, N of p on
M, sufficiently small, and a function f on N such that f is a Lyapunov function on N.

Proof.

Case 1:: If p € M(R) then a neighborhood N of p on M is a disk. Without loss of
generality, we can assume the disk N as in Figure 1 (a1) and (az2). If p is of type (a1)
then in local coordinates its dynamics in R? is given by:

{gb:—2m
y=-2y

Define a function f on N given by f(z,y) = 2? + y2. Since % = —4(2%? + y?) < 0 then

f is a Lyapunov function on N. If p is as in (az) then in these local coordinates its
dynamics are given by:

T=-y

j=-x

Define a function f on N given by f(z,y) = zy. Since % = —(y?>+ 22) < 0 then f

is a Lyapunov function on N. If p is as in (a1) with the reverse dynamics then consider
—f.

In any case, we can summarize this by writing X in local coordinates as & = Az + ¢(x)
where ¢(0) = d¢(0) = 0 and the eigenvalues of A have real part different from zero. This
condition is equivalent to the existence of symmetric matrices @ and C' with C' positive
definite and @ non-singular such that the Lyapunov equation A7Q + QA = —C holds,
where the superscript T' denotes the transpose of the matrix. Define a function f given
by f(z) = 27 Qz. Since

fl% =iTQx 4 27 Qi
df T T
o = Az +0(2)TQx + 2T Q(Ax + ¢(x))
% =2T(ATQ + QA)z + 22T Qo (z)
E%::—xTCx+2$TQ¢@)

where 227 Q¢(x) has higher order terms. For N sufficiently small, f is a Lyapunov
function on N.

Case 2:: If p € M(C) then a neighborhood N of p in M is formed by two disks Dy and
Dy identified at the singularity p, see Figure 1 (by) and (b2). We can assume without
loss of generality that the disks D;, i = 1,2, in R? are as in Figure 2.

If the disks are as in (a) and (b) then we are in the previous case. If D; is as in (c)
then in local coordinates its dynamics are given by:

{ #=0
j=—a?—y?
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(a) (b) (e)

FIGURE 2. Disks D; in N

Let f; be a function on D; given by fi(z,y) = y. As % = —22 — 42 < 0 then f;

decreases along orbits of X; on D;. Define the function f on N:

B fi(z)ifz e D
fla) = { fo(x)ifx € D;

Then f|n\fpy is @ Lyapunov function, hence f is a Lyapunov function on N.

Case 3:: If p € M (D) then a neighborhood N of p in M is formed by two disks D;, i = 1,2,
that intersect transversally along diameters d; and dy on D; and Dy respectively, see
Figure 1 (c1), (c2) and (c3). Let d = Dy N Dy. On each disk D; the dynamics are the
same as defined for p € M(R), hence a Lyapunov function f; is defined as in Case 1. By
adding appropriate constants we can assume fi(p) = fa(p).

Let v be the orbit on d. By using a diffeomorphism h : fi(v) — f2(7), redefine
f1 1= hofy sothat fi(x) = fa(x) for z € d. Thus, the transversal intersection of the disks
D; is attained via homeomorphisms on the orbit v on d given by z — (f2|;1 o fily)(z)
we have that for € Dy N Dy then fi(x) = fo(x). Hence, f : N — R is given by

_ f1 (I) if S D1
is a Lyapunov function on N. Indeed for each stratum M (G) C N, with G = R or D,
we have that f |5/(g) is a Lyapunov function on M(G).

Case 4:: If p € M(W) then a neighborhood N of p in M can be formed by identifying
two distinct rays r; and 73 on a disk D. See Figure 1 (d1) and (d3). On the disk D the
dynamics are defined as in the case p € M(R), hence, a Lyapunov function f is defined.
Define f on N = D/~ where ~ is given by:

x~ysrz=yor f(x)= f(y) withae € ry CW?3(p), y € ro C W3(p).

Hence, f : N — R given by f(¥) = f(z) is a Lyapunov function on N. Indeed for each
stratum M(G) C N with G = R or D, we have that f |r(g) is a Lyapunov function on
M(G). Similarly, when considering the reverse flow the equivalence relation ~ is taken
in W*(p).

Case 5:: If p € M(T) then a neighborhood N of p in M is formed by three disks D;,
i = 1,2,3, that intersect transversally in pairwise distinct diameters that intersect at
the point p. See Figure 1 (e;) and (ez). On the disks D; the dynamics are as in
p € M(R), hence a Lyapunov function f; is defined on each disk D;. If N is formed by
disks D; and Dj, intersecting transversally, with p a double crossing in N then define
fon N, decreasing along the orbits of X, as in p € M (D).

Denote by dy; C Dy and di; C Dy, the lines where N and Dy, intersect transversally.

By adding appropriate constants we assume f(p) = fx(p) and by using a diffeomorphism

h: fu(y) = f(v), redefine f := ho fi on the orbits v of d; Udy; such that f(z) = fi(x).
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Thus, the transversal intersection of the disk Dy with N is obtained and via the
homeomorphisms defined on the orbits v on dg; U dy;

given by = — (ﬂ;l o frly)(z) we obtain:

if z € Dy N Dy then fi(x) = fa(x)
if z € Dy N D3 then fi(x) = fa(x)
if 2 € Dy N D3 then fo(x) = f3(x)

since f|p, = f; and ﬂpj = fj. Thus f: N — R given by

fi(z)ifz € D,
f({E) = fg(l‘) ifx € Dy
f3(£L‘) ifx € D3

is a Lyapunov function on N. Indeed, for each stratum M(G) C N, with G = R or
D, we have that f |5s(g) is a Lyapunov function on M(G).

O

We now prove the existence of a continuous real valued function on a neighborhood of a saddle
cone singularity, see Proposition 2.3, as well as, in a neighborhood of a periodic orbit or cycle,
see Theorem 2.4 that decreases along orbits of the local flow defined on that neighborhood.

Proposition 2.3. Let M be a two-manifold with simple singularities. If p € M(C) is a saddle
cone type singularity of a Gutierrez-Sotomayor flow Xy on M then there exists a sufficiently small
neighborhood N of p, in M, and a function f on N such that f is continuous and decreases along
orbits of Xy on N — {p}.

Proof. If p e M(C) is a saddle cone type singularity in M then a neighborhood N of p in M is
formed by a union of two discs D and D, identified at the singularity p, Di V,, D2, see Figure
1.1 (b1). We can assume, without loss of generality, that via a homeomorphism, the discs D;,
i = 1,2, are on the plane R?, see Figure 2 (c). In these local coordinates, the dynamics are given

by:
{ z=0
j=—a?—y?

Let f; be the function on D; given by f;(z,y) = y. Since ng = —22 — y? < 0 then f; decreases

along the orbits of X; on D;. Now let the function f on N be such that:

B fi(z)sex e D
flz) = { f;(ac) seJ;ED;

Then f |n\qpy is a continuous function that decreases along the orbits of X; on N — {p}. ]

Theorem 2.4. Let M be a two manifold with simple singularities. If v C M(R) is a periodic
orbit of a Gutierrez-Sotomayor flow Xy on M then there exists a neighborhood, sufficiently small,
N of v, on M, and a function f on N such that f decreases along orbits of Xy on N\~ and is
constant on -y.

Proof. If v C M(R) then a neighborhood N of v in M is an annulus.
In local coordinates, the dynamics are given by:
By a4 )
j=z+y—y(a®+y?)
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Define a function f on N by f(z,y) = %1112(502 +y?). Since

df L 2 2 2 2 ) 2 2 2 2
i x”yg(ln(w‘ +y )@ —y—=z(@” +y7)) + I2+y2(ln(w Ty )@ +y—y@@® +y7))
= (In(2® +y*))(1 - (2* +*)) <0,
we have that f decreases along orbits of X; on N\v and is constant on +. O

2.2. Lyapunov functions - global construction.

In this section, we study Gutierrez-Sotomayor flows, X;, with no periodic orbits and no
singular cycles on a compact two-manifold with boundary M (which maybe empty). We assume
X has only GS simple singularities and is transversal to M. Denote by M~ the boundary on
which the flow exits and dM ™ = M\OM ~ the boundary on which the flow enters. In general,
OM is not connected, however there are some attractors as well as repellers defined on manifolds
M with boundary where OM connected.

If a point p is on the stratum S of M then the tangent space 1,5 is well defined. But if
M is singular on S then there are possibly infinitely many ”tangent spaces” on M at p and we
denote them by generalized tangent spaces. Formally, a generalized tangent space at p € S is
any plane @, of the form @, = lim,,_,, T,, S’ where p; is a sequence of points in a stratum S’
whose limit is p. See [5] for more details. The generalized tangent bundle Q of M is the set of
all pairs (z,v) such that x € M and v € Q. Given a Riemannian metric on R!, for each p € S,
the inner product on the space Q, splits it in a direct sum Q, = T,,S @ (1,5)* where (T,,S)* is
the orthogonal complement of 7,5 in @),. This means that, locally, the part of the generalized
tangent bundle @) that projects on S splits in a tangent bundle T'S and a generalized normal
bundle T'S*.

Lemma 2.5. Let M be a two-manifold with simple singularities. If X; is a Gutierrez-Sotomayor
flow on M then there exists a collection of disjoint branched one-submanifolds B; of M,
1=0,1,...,m, with the following properties:
(1) Bp=0M~, B, =0M™
(2) the flow X; is transversal to each B;
(3) each By, k # 0,m, splits M in two regions whose closures are denoted by Gy and Hj,
with G, O Gi—1, Hr D Higy1 and Gy, contains exactly k singularities. Define Gy = By,
Hy =M, G,, = M and H,, = B,,. Hence, fori =10,....m, G, H; = B; and
G;UH; =M.
(4) By is the entering boundary of the flow X; on Gy.

Proof. By induction on k, let By = OM ~ and assume we constructed By_; with
M=Gr_1UHp_ 1, Gr_1NHp_1=Bj_1,

Gj—1 contains k — 1 singularities and the entering boundary of the flow X; in Gy_1 is Bg_1.
Now we will construct By.

Let Bj,_1x[—1, 1] be a product neighborhood! of By,_; (in the case k = 1 consider By_; x [0, 1])
with Br_1 = B_1 X0, Bi_1 x [0,1] C Hx—1 and the flow X; is transversal to By_1 X t for each
t.

(1) Let p € M(G), with G =R, C, D, W or T, be an attracting simple singularity of X;.
By Theorem 2.2 we can choose a neighborhood N of p such that X; is transversal
to the boundary. Consider the disjoint union of N with G}, to obtain Gj where G}, is
obtained by gluing to Gi_; the collar of Bx_; (contained in Hy_1), see Figure 3.

1Bicollar of By, _1 and a collar in the case k = 1.
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& By

DGk

FIGURE 3. Construction of By,

Hence, By, = Gy, is a disjoint union of branched one-manifolds with one more compo-
nent than By_; if p € M(G) where G =R, D, W or T, and with two more components
than By_; if p € M(C).

(2) Let p € M(G), with G = R, C, D, W or T, be a singularity of X; which is not an
attractor or repeller. We first construct Se for each singularity p € M(G) as the image
of the exponential map Ezp: U C TM — M.

(a)

If p e M(R)UM(C) then by Theorem 2.2 we can choose a neighborhood N of p, a
real valued function f on N and 0 > 0 such that the disk bounded by

FHE)nwe(p) =w
is contained in N. Let E. be the normal bundle of W*(p)\{p} in M(R) restricted
to W with vectors of magnitude < e. Denote by S, the image of E. under the
exponential map.

If p € M(W) then by Theorem 2.2 we can choose a neighborhood N of p, a real
valued function f on N and § > 0 such that the disks bounded by

e nwe(p) =W
are in N. Let E. be the generalized normal bundle of W#(p)\{p} in M restricted
to W with vectors of magnitude < e. Denote by S, the image of E. under the
exponential map restricted to each Q.
If p € M(D) then by Theorem 2.2 we can choose a neighborhood N of p, a real
valued function f on N and § > 0 such that the disks bounded by
FHONWAp) N N\W=(p) =W

are in N. Let E. be the generalized normal bundle of W*(p)NN\W$(p) in N\W#(p)

restricted to W with vectors of magnitude < e. Denote by S, the image of E, under
the exponential map restricted to each Q.

if p € M(T) then by Theorem 2.2 we can choose a neighborhood N of p, a real
valued function f on N and § > 0 such that the disks bounded by

FHE) NWE(p) "N\W3(p) = W

arein N. Let E. be the generalized normal bundle of W*(p)NN\W#(p) in N\W*(p)

restricted to W with vectors of magnitude < e. Denote by S, the image of E, under
the exponential map restricted to each @,.
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Choose € sufficiently small such that Se is transversal to X. By the continuity of the
flow X; of X we can define T': S\W — V which maps z € S \W to the point on the
orbit of z which intersects V.

Now, define a C*° embedding F' : S, x [—1,1] = M by F(z,—1) =z, F(z,1) = T(x)
and F(x,t) is on the orbit that joins x to T'(x) and the distance from z to F(z,t) is
proportional to t. Extend F' to a C* embedding of 95, x [—2, 2] that sends x x [-2, 2] to
a regular orbit, for each x.Fix a Riemannian metric on M(R) and let v(p,t) be the unit
normal vector field on the image of F' with orientation given by (induced by) the vectors
on 0S. pointing outwards on W. Let n > 0, be a small constant and F,(p,t) be the
point at a distance nt of F(p,t) along the geodesic determined by v(p,t), see Figure 4.

F1GURE 4. Construction of Fj,

Choose small 7 such that the image of F;), imF;), is disjoint from the image of T', im1T".
Also, we have that X, is transversal to imF;,, and imF, NS, imF, NV are diffeomorphic
to imF N Se, imEF N ‘7, respectively.

In this way, we obtain a one-dimensional singular submanifold Bj, of M made up of:

o the part of Sc bounded by imF, N S;

e V except for regions bounded by imF; N V that contains W4 (p) N V;

o the part of imF}, bounded by imF; NS and imF; N V.

Thus, we have that X, is transversal to Bj,. We verify that M\B;, = G) U Hj,
with G}, containing G,_; and the singular point p. Moreover, G}, differs from Gy, since
Bj, = 0G, is not a differentiable submanifold, i.e., differentiability fails along imF; N S,
and imF, N V. This can be smoothened easily in order to obtain the desired Gy and
By.. See Figure 5.

(3) Finally, if p € M(G), with G =R, C, D, W or T, is a repeller singularity of X; then by
Theorem 2.2 choose a neighborhood N of p whose boundary is transversal to X;. Thus,
Gr =Gr_1UBp_1 X [O, 1] UN.

O

Lemma 2.6. Let M be a two-manifold with simple singularities. If X; is a Gutierrez-Sotomayor
flow with only one singularity p then there is a Lyapunov function f on M such that f has value
c— 3 omdM~, c+ 3 ondM™T and f(p) = c.



250 H. MONTUFAR AND K. A. DE REZENDE
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FIGURE 5. Smoothening Bj, to obtain By, on a Whitney block

Proof. First define a function in a neighborhood of W#(p) U W%(p). Let N be a neighborhood
of p and f a function on N as in Theorem 2.2 and assume f(p) = ¢ by adding appropriate
constants. Then let f~*(c+6)NN = R*, f~Y(c—6)NN = R~, with § chosen as in the previous
lemma?, RT = {(u,v) € R;||v|| < ¢} and RZ = {(u,v) € R™;||u|| < €}

Fix a Riemannian metric on R" and take ¢ = {5. For © € R{ redefine f on X;(z), t < 0,
such that f(Xo(z)) = ¢+, f(y) = ¢+ 3 where y is the point of X;(z) that intersects M.
Define f proportional to the arclength of the points on the orbit that connect Xy(x) and y. In
this way, we obtain a function f in a neighborhood of W*(p) satisfying the required conditions
on the boundary, although non-differentiable on f~!(c+4§). We can smoothen f, see [7], so that
it is C*° on f~(c+ ).

In a similar fashion, using R_, we obtain a real-valued function f defined in a neighborhood
Q of W*(p) as well as in a neighborhood of W#(p), satisfying f(QNIOM ™) =c— % Hence, we
obtain the desired function f in an open neighborhood P of W#(p) U W*(p). Without loss of
generality, we can assume that if x € P then X;(z) € P, Vt.

Now extend f to M. Choose U C M~ N P a compact neighborhood of W*(p) NOM~. Let
A be a C* real valued function on M~ satisfying 0 < A < 1 with A=1o0on U and A = 0 on

OM~\PNOM~. For x € M\(W*(p)UW™"(p)) let I(x) be the length of the orbit passing through
z, v(z) arclength of the orbit joining {X;(z)} NOM~ to z and g(z) =c— 3 + 1;((;)) Hence, the
function A\f + (1 — X)g on M is the desired function where A(z) = A(X;(z) N M ™) or equals
one if X;(x) does not intersect OM ~. O

Theorem 2.7. Let M be a compact two-manifold with simple singularities. If Xy is a Gutierrez-
Sotomayor flow on M then there exists a Lyapunov function f on M.

Proof. Consider Gy — Gg—1, Vk, defined in Lemma 2.5. Let f; be the function in Lemma 2.6
defined on the closure of G, — G_1. Juxtaposing the fi we obtain a function f well defined on
M and smooth 2 in a neighborhood of By, ..., By,_1. Therefore, the desired Lyapunov function
is obtained. O

3. THE CONLEY INDEX

In this section, we compute the Conley homotopy index and homology index of simple singu-
larities of a Gutierrez-Sotomayor flow X; on M. We also prove a result relating the singularities
on the regular and singular parts of X; with the homology of M.

2The disk bounded by f~1(c+ ) N W*(p) is in N.
3As in the proof of Lemma 2.6.
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A compact set N C M is an isolating neighborhood if
Inv(N) :={x € N; X;(x) C N, Vt} C int(N),

where int(N) denotes the interior of N. A is an isolated invariant set if A = Inv(N) for some
isolating neighborhood N.
If A is an isolated invariant set, a topological pair of spaces® (N, L) is an index pair for A if:

(1) A =Inv(cl(N\L)) and N\L is an isolating neighborhood for A.

(2) L is positively invariant in N, i.e., given x € L and Xy (z) C N for t € [0,%9] then
Xi(z) C L for ¢ € [0,10].

(3) L is an exit set for N; i.e., given € N and ¢; > 0 such that X; (z) ¢ N then there
exists to € [0, 1] such that X,(x) C N, for ¢t € [0, %], and X;,(z) € L.

In [2], Conley proves the existence of an index pair (N, L) for an isolated invariant set A.
Furthermore, if (N, L) and (N’, L) are index pairs for an isolated invariant set A then (N/L, [L])
has the same homotopy type as (N'/L’,[L']).

In what follows we define, the homotopy index as the homotopy type of the pointed space
(N/L,[L]). Since homology is an invariant of homotopic spaces thus the homology index is well
defined.

Definition 3.1. We define:
(1) The Conley homotopic index of A, h(A), is the homotopy type of the pointed space
(N/L,[L]) where (N, L) is an index pair for A.
(2) The Conley homology index of A is defined by CH,.(A) := H,.(h(A)) where H, denotes
the homology on 7Z.
(3) The numerical Conley indices of A are defined as the ranks of the Conley homology
indices of A, hy = rankCH,(A).
In order to compute the Conley homology indices we make use of the isomorphism:
Ho(XVY) ~ Ho(X) @ Hy(Y)

if the base points of X and Y which are identified in X VY are deformation retracts of neigh-
borhoods U C X and V C Y.

If p € M is a singularity of a Gutierrez-Sotomayor flow X; and N a sufficiently small neigh-
borhood, as in the proof of Lemma 2.2. We say that p is of:

e type aif p € M(G), where G =R, C, D, W or T, is an attracting singularity.

e type sif p € M(R)U M(C) is neither an attracting or repelling singularity.

e typer if pe M(G), where G =R, C, D, W or T, is a repelling singularity.

e type s, if p € M(W) is a saddle singularity on a bidimensional disc with the unstable
manifold identified to the fold.

e type sg if p € M(W) is a saddle singularity on a bidimensional disc with the stable
manifold identified to the fold.

e type sa if p € M(D) and N is formed by a sink and a saddle.
e type sr if p € M(D) and N is formed by a source and a saddle identified at the fold.

e type ssy if p € M(D) and N is formed by two saddles with their unstable manifolds
identified to the fold.

e type ssg if p € M(D) and N is formed by two saddles with their stable manifolds
identified to the fold.

45 topological pair of spaces is an ordered pair (N, L) of spaces such that L is a closed subspace of N.
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e type ssa if p € M(T) and N is formed by a sink and two saddles.
e type ssrif p € M(T) and N is formed by a source and two saddles.

3.1. Conley index of GS Singularities. In the next theorem we compute the Conley homo-
topy index, as well as, the ranks of the homology indices.

Theorem 3.2. Let M be a two-manifold with simple singularities and X; a Gutierrez-Sotomayor
flow on M. Let p be a singularity of X; with type specified in the table below. Then, the numerical
Conley index of each type of singularity is as given in the table.

[ Type [pe M(R)| peM(C) [peMW)[peM(D)[peM(T)]

a S0 S0 S0 S0 S0
(170a0)73 (17070)C (17070)W (1,0,0)@ (17070)7'

s St ST = - -

(1,0,0) (0,1,0)¢ — — —

Su - - 0 - -

— — (0,0,0)yy — —

Ss — — St — —

— — (0,1,0)yy — —

sa — — — ST —

- - - (Oa 170)D —

sr — — — S2 —

— — — (0,0,1)p —

SSyu — — — St —

— — — (0,1,0)p —

SSs — — — vi_ St —

— — — (0,3,0)p —

ssa — — — — ST
— — — — (0,1,0)7

ssr — — — — S?
— — — — (0,0,1)7
r S? S2vs?vst] s%vs? vi_, 52 VI, S5?
(0705 1)R (O’ 172)C (0’072)1/\/ (0’073)D (070’7)7'

Proof. If p is a singularity of X;, we choose an index pair (N, L) for p in M and calculate
the Conley homotopic index h(p). The homology C'H;(p) has a factor Z for each S* of the
homotopical index, thus the Conley numerical index (hg, h1,hs2) in each case of Theorem 3.2 is
obtained. See Figures 6 through 22.

(1) If p € M(R), let N be a closed disk and L = ON~ the exiting set of N. Thus, the
Conley homotopy index of p is S° (S* or S?) if p is an attractor (saddle or repeller)
singularity.

(2) If p € M(C), a neighborhood N of p in M is formed by two disks D; and D5 centered
at p such that Dy N Dy = {p}.

(a) If p is of type a then L = () and thus is identified to a point. On the other hand, it
is easy to see that the double cone, when retracted along the stable manifold of IV,
has the homotopy type of a point. Hence, h(p) = S°. See Figure 6.

(b) If p is of type s then w*(p) N ON = {x1,x2} where x; € 9D;, i = 1,2. Let
C; C 9D;, 1 =1,2, be the two arcs from which the flow exits, then z; € C;, i = 1,2
and L = C7 U, is the exit set for V. Collapsing L to a point and retracting along
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N/
N L= — e .

g h(p)

FIGURE 6. Conley index of a singularity of type a in M(C)

the stable manifold of N we conclude that N/L has the homotopy type of S!, i.e.,
h(p) = S*. See Figure 7.

FIGURE 7. Conley index of a singularity of type s in M(C)

(¢) If p is of type r then L = ON = 9D U JD5. Collapsing L to a point we conclude
that N/L has the homotopy type of S?V S?V St i.e., h(p) = S2V S?2V St See
Figure 8.

£

N

J oD

FIGURE 8. Conley index of a singularity of type r in M(C)

(3) If p € M(D), a neighborhood N of p in M is formed by two disks D;, i« = 1,2, that

intersect transversally along two diameters d; and ds in Dy and D5 respectively.

(a) If p is of type a then L = @) and hence is identified to a point. On the other hand,
it is easy to see that by retracting the stable manifold on N it has the homotopy
type of a point, hence, h(p) = S°. See Figure 9.

(b) If p is of type r then L = ON = 0D; UdDy where 9D, and 0Dy intersect transver-
sally at two points. Collapsing L to a point we conclude that N/L has the homotopy
type of S?V S?V S2, i.e., h(p) = S?V S? Vv S2. See Figure 10.
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FIGURE 10. Conley index of a singularity of type r in M (D)

If p is of type sa then w"(p) NON = {z1, 22} where a1, x5 € OD; and D; is the disk
that contains the saddle. Let C;,Cs C 9D; be the two arcs from which the flow
exits NV hence z; € C;, i = 1,2 and L = C; U s is the exit set for V. Collapsing
L to a point and retracting along the stable manifold of N we conclude that N/L
has the homotopy type of S, i.e., h(p) = S'. See Figure 11.

h(p

~—

FIGURE 11. Conley index of a singularity of type sa in M (D)

If p is of type sr then w*(p) N ON = 0D, where D; is the disk that contains the
repeller. Let Cy,Cy C 0Dj, j # 4, be the two transversal arcs to 9D; from where
the flow exits hence L = 0D; U Cy U Cs is the exit set for N. Collapsing L to a
point and retracting along the stable manifold of N we conclude that N/L has the
homotopy type of S2, i.e., h(p) = S?. See Figure 12.

FIGURE 12. Conley index of a singularity of type sr in M (D)



CONLEY THEORY FOR GUTIERREZ-SOTOMAYOR FIELDS 255

(e) If p is of type ss, then
wu(p) NON = {$1,$2}7

where x1, 29 € 0Dy and x1,22 € 0Dsy. Let By, By C D1 and C1,Cy C 0Ds be the
arcs from where the flow exits, B; M C; = {z;} and L = (B; UC7) U (B U (Cy) is
the exit set for V. Collapsing L to a point and retracting along the stable manifold
of N we conclude that N/L has the homotopy type of S, i.e., h(p) = S1. See
Figure 13.

h(p)

FIGURE 13. Counley index of a singularity of type ss, in M (D)

(f) If p is of the type sss then w“(p) N ON = {x1,22,y1,y2} where x1, 29 € 0D; and
Y1,Y2 € 0Ds. Let By, By C 0D and Cy,Cy C D3 be the arcs from where the flow
exits, x; € B, 1 =1,2,y;, € C;, 1= 1,2, and L = B; U By U C; U5 is the exit set
for N. Collapsing L to a point and retracting along the stable manifold of N we
conclude that N/L has the homotopy type of SV St Vv S, ie., h(p) = \/g’:1 St
See Figure 14.

FIGURE 14. Conley index of a singularity of type ssg in M (D)

(4) If p e M (W), a neighborhood N of p in M is a disk D with two distinct rays r and 79
identified.

(a) If p is of type a then L = @) and hence is identified to a point. On the other hand,
it is easy to see that by retracting the stable manifold of NV, it has the homotopy
type of a point, hence, h(p) = S°.

(b) If pis of type r then L = ON is homeomorphic to a figure “eight”. Collapsing L to a
point we conclude that N/L has the homotopy type of S?V 52, i.e., h(p) = S?V S2.
See Figure 16.

(c) If p is of type sy then w*(p) NON = {z}. Let C1,Cy C ON be the arcs from
where the flow exits, hence, C; M Co = {x} and L = C U Cs is the exit set for N.
Collapsing L to a point and retracting along the stable manifold of N we conclude
that N/L has the homotopy type of a point, i.e., h(p) = 0. See Figure 17.
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ij b= )

N

F1cure 15. Conley index of a singularity of type a in M (W)

tj . qp -, OO

FIGURE 16. Conley index of a singularity of type r in M (W)

@ﬁ’%@

FIGURE 17. Conley index of a singularity of type s, in M (W)

(d) If p is of type ss then w*(p) N ON = {x1,22}. Let C; C ON, i = 1,2, be the arcs
from where the flow exits, hence, x; € C;, i = 1,2 and L = C7 U Cs is the exit set
for N. Collapsing L to a point and retracting along the stable manifold of N we
conclude that N/L has the homotopy type of S, i.e., h(p) = S'. See Figure 18.

—
h(p)

FIGURE 18. Conley index of a singularity of type sg in M (W)

(5) If p € M(T), a neighborhood N of p in M is formed by three disks D;, i = 1,2, 3, that
intersect transversally in pairwise disjoint diagonals that go through the point p.

(a) If pis of the type a then L = () and thus is identified to a point. On the other hand,it
is easy to see that by retracting the stable manifold of IV, it has the homotopy type
of a point, hence, h(p) = S°.

(b) If p is of type r then L = ON = 0D; U 9Ds U 0D3 where 0D1, 0Dy and 0Ds
intersect transversally pairwise at two points. Collapsing L to a point we conclude
that N/L has the homotopy type of VI_, 5%, i.e., h(p) = VI_;S2. See Figure 20.

(¢) If pis of type ssa then w*(p)NON = {1, x2} where x1,x9 € dDy and x1, x5 € ODs.
Let By, By C D5 and C,Cy C dD3 be the arcs from where the flow exits, hence,
B; M C; ={x;} and L = (B; UC}) U (Bg U Cy) is the exit set for N. Collapsing L
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FIGURE 20. Conley index of a singularity of type r in M(T)

to a point and retracting along the stable manifold of N we conclude that N/L has
the homotopy type of S1, i.e., h(p) = S. See Figure 21.

FIGURE 21. Conley index of a singularity of type ssa in M (T)

(d) If p is of type ssr then w*(p) NON = dD; where D is the disk which contains the
repeller. Let By, Bo C D5 and Cy,(Cy C 0D3 transversal arcs to D, from where
the flow exits, hence, L = 0D, U By U By UCy UCs is the exit set for N. Collapsing
L to a point and retracting along the stable manifold of N we conclude that N/L
has the homotopy type of S2, i.e., h(p) = S?. See Figure 22.

h(p)

FIGURE 22. Conley index of a singularity of type ssr in M(T)
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It is straightforward to compute the homology of the Conley indices CH,(A) and its ranks
hs =rank CH,(A) in each case of A = {p} within this proof. Thus, this numerical Conley index
appears in the table as

(ho, h1, ha) = (rank CHy(A), rank CH;(A), rank CHz(A)).

O

3.2. Euler type Characteristic Formulas for GS manifolds. Let X = |K]| be a topological
space of dimension n. Define a; as the number of j-simplices of K. The Poincaré Theorem

n
asserts that the sum Z(—l)j o is independent of the simplicial complex K, such that X = |K|.
§=0
This number is the Fuler-Poincaré Characteristic and is denoted by x(X). Also, Poincaré asserts
the equality

X(X) =D (=185,
j=0
where 3; where the rank of H;(K) is the j-th Betti number of K.
For example, x(S?) = 2, x(pinched sphere) = 3, x(pinched torus) = 1,
X(sine torus or torus with a fold) =1
and y(crosscap) = 2. See Figure 24 and Figure 25.
We next present the Morse-Conley inequalities for manifolds with simple singularities. We

make use of the ranks of the homology indices computed in Theorem 3.2.

Proposition 3.3. Let M be a two-manifold with simple singularities and X; a Gutierrez-
Sotomayor flow on M with limit set £ = J;~, L;. If (h§, hi, hY) is the numerical Conley index
of L; then

(1) > (hl = hi + hy) = x(M)

i=1
where x (M) is the Euler characteristic of M.
Proof. Let f be a Lyapunov function associated to X; and Gy, C M as in the proof of Theo-
rem 2.7. Hence, Go C Gy C - -+ C G, such that (G;, G;_1) is an index pair for L;. Consider the
long exact sequence of the pair (G;, G;—1)

051
% P

‘ 94 i i1
B H (G Gisn) B Hyy (Gimn) ™ Hy—y (G) "5 Hy—y (G4, Giza)
By exactness,
dim im (p;) = dim ker (9;) = dim H; (G;,G;—1) — dim im (9;)

= dim HJ (GZ‘, Gifl) — dim ker (’L*)

dim im (pj_1) = —dim ker (p;_1) +dim H;_1(G;)
= —dim im (¢4) + dim H;_1(G;).
Thus,
dim im (p;) +dim im (p;_1) =
dim H; (G;,Gi—1) — dim ker (i) — dim im (¢,) + dim H;_1(G;) =
dim H; (G;,G;—1) —dim H;_1(G;—1) + dim H;_1(G;).
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Since CH*(LZ) = H*(GZ, Gi—l)a then hj(Lz) = dim Hj (Gz> Gi—l)- ThUS,
dim im (pj) + dim im (pj—l) = hj(Li) — ﬁj—l(Gi—l) + ﬁj_l(Gi).

For fixed 4, consider the alternated sum over j:

2 3
> (=17hi(Li) + > (1) (Bj-1(Gi) — Bj-1(Gi-1)) =0,
j=0 j=0
Now, consider the sum of the above expression for i =1,...,m

3
> (=17 hi(Li) + > (=1)(8j-1(Gm)) = 0.
i =0

Since G,, = M, we obtain the desired result x(M) = Zi’j(—l)jh;, for i = 1,...,m and
J=0,1,2. O

3.3. Conley Index restricted to the Strata. The calculations in the previous section were
realized considering isolating neighborhoods of a simple singularity in M. However, one may
also compute the Conley indices of the simple singularities of X; with respect to subspaces of
M. In particular, with respect to the singular part of a stratification of M.

A two-manifold with simple singularities M equipped with a partition {M(G), G} is a stratified
manifold. One can define a partition, by distinguishing the regular part from the singular part,
as follows:

e R is the union of the strata of dimension 2.
e S = M\R is the union of the strata of dimension 0 and 1.

IR
/3\ .

FIGURE 23. Stratification of the sine torus.

A stratification for M = RUS, where U is a disjoint union. Hence, all points in S are singular
points of the stratification. Observe that p € S is not necessarily a singular point of the manifold
nor of the flow. In the same way, a singular point of the manifold is not necessarily a singular
point of the flow.

Consider the example in Figure 23. The points p, g, 7, s are singularities of the flow. All points
in § are singular points of the stratification as well as singular points of the manifold. In the
example in Figure 24 (left), S is the figure “eight” and on it there are 5 singularities of the flow
and on R there are an additional 4 singularities of the flow. All points on the figure “eight” are
singular points of the stratification but only the cone point is a singular point of the manifold.
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Consider the polar flow on S?, one repeller and one attractor. Define the singular part, S, to
be a great circle C' that contains these two singularities. The flow has two singularities, north
and south pole. All points in C' are singular points of the stratification and there are no singular
points of the manifold.

Note that in this last example, a neighborhood U of S, contains orbits of the flow that are
both entering and exiting U. We will not consider this type of stratification. We will require
that a neighborhood U of S is either an attracting or repelling basin.

Definition 3.4. Let £ be a stratification of M and Ug a tubular neighborhood of S, the singular
part of the stratification £, of M. We define the distinguished class Yg¢ of the stable vector
fields, as
Ye={X € ¥(M): X either points inward i.e., OUs is the incoming
set, or points outward i.e., OUs is the exit set, but not both}
The pair (X, ) is called a distinguished field on M if X € ¢ and in the case of a flow (X¢,E)
1s called a distinguished flow.

In what follows we will compute the Conley indices of a GS flow with respect to the stratifi-
cation £ of M = R US, i.e., if p € R is a singularity of X; the Conley index will be computed
with respect to R and if p € S it will be computed with respect to S. In order to compute the
Conley index relative to the singular strata, choose an index pair (N, L) in S. Then the Conley
numerical index

(s0,81) = (rank Ho(N/L),rank H,(N/L)),
of peS.
We establish the following notation:
® Ro=2perho), Ri=> ,crhi(p) and Ro=3" x ha(p), where h;(p) is the i-th
Conley numerical index of p.
e Sy = ZpES so(p) and &) = Zpes s1(p).

Note that in Proposition 3.3, we did not take into account a stratification on M. Hence, if
we do not take into account a stratification, the above notation implies that equation (1) in
Proposition 3.3 can be rewritten as:

(2) R2 —Ri1+Ro = x(M).
Let us consider an example of this calculation restricted to the strata.

Example 3.5. Consider the pinched torus in Figure 24, where the singular part is a circle.
The two dimensional stratum is the complement of this circle, a disk and is the regular part.
Although the circle itself is not singular, the cone singularity on that circle is a singular point
of the manifold and of the flow. This cone singularity is a zero-dimensional stratum and its
complement on the circle is the one-dimensional stratum. This flow has three singularities, a
repeller in the reqular part and two singularities in the singular part.

Hence, the Conley index of this repeller is h(p) = S? and its homology index,

CHi(p) = {Z if i =2

0 otherwise.
Hence, the Conley numerical index of the regular part is (ho, h1, ha) = (0,0,1).
The singularities of the singular part S, are in S a repeller and an attractor. The repeller in
S has Conley index h(p) = S* and homological index:
Z if i=1
CHi(p) = { /

0 otherwise.
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Hence, the numerical Conley index is (sg,s1) = (0,1). The attractor in S has Conley index
h(p) = S° and homology index:

cr = {

Hence, the numerical Conley index is (sg, s1) = (1,0).

Z se 1=0
0 otherwise.

Theorem 3.7 relates the Euler characteristic of the regular part and the Euler characteristic
of the singular part of Gutierrez-Sotomayor flows X; on M, both expressed in terms of the
numerical Conley indices to the Euler characteristic of M.

We first prove a lemma that shows that the numerical Conley indices of the singular part S
of M is the same if computed with respect to M or with respect to S.

Lemma 3.6. Let M be a two-manifold with simple singularities and X; the Gutierrez-Sotomayor
flow on M. If M admits a stratification € such that (X, E) is a distinguished flow then for the
singularities {p1,pa,...,pn} C S the following holds:
Proof. o

Ro—Ri1i+Ro=xUs)=x(S)=-81+S5
The first equality follows from Proposition 3.3, the second equality follows from the fact that Us

is a deformation retract of S. Finally the third equality follows from Proposition 3.3 adjusted
to the one dimensional setting. O

Theorem 3.7. Let M be a two-manifold with simple singularities and X; a Gutierrez-Sotomayor
flow on M. If M admits a stratification £ such that (X¢,E) is a distinguished flow then

(4) (R2 = R1+ Ro)lm\s = S1 — So + x(M)

Proof. Consider a sufficiently small tubular neighborhood, Us of the singular part S of M which
contains no other singularities apart from the ones in S. Suppose that on dUs, X points inward
to Us and denote by M = M — Ugs. Then by Proposition 3.3 we have that:

(5) (Rz = Ru + Ro)l iy = x(M,0M™)
On the other hand, M is a CW-complex formed by the union of subcomplexes M and Ug hence,
X(M) = XQM) + x(Us) — x(0M™) since M N Usg = OM = OM~. Using the exact sequence of
the pair (M,0M ~) we have that x(M,0M~) = x(M) — x(0M~). Thus,
X(M) + x(Ts) = x(0M ™) = x(M)
X(M,0M™) + x(Us) = x(M)
(R2 = R+ Ro)lyr + x(5) = x(M)
Since X € X¢ in Us \ S has no fixed points then (Ry —R1 + Ro)|vs\s = 0, thus from the above
equality we have that:
(R2 = R1+Ro)lans +So — S1 = x(M)
(R2 — R1 + Ro)lans = S1 — So + x(M)
(I

Corollary 3.8. Let M be a two-manifold with simple singularities and X; a Gutierrez-Sotomayor
flow on M. If M admits a stratification £ such that (X, E) is a distinguished flow then

(6) (R2 — R1 + Ro)lans = x(M) — x(95)
Proof. Follows directly from Theorem 3.7. (]
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3.3.1. Ezamples. Fix a stratification £ on a a two-manifold with simple singularities of X;, a
Gutierrez-Sotomayor flow on M. Let (X, &) be a distinguished flow.

Example 3.9. Let M be a two manifold with cone singularities (e.g. a pinched sphere or a
pinched torus) with stratification &.

(1)

(0,0,1) (0,0,1) (0,0,1)

FIGURE 24. Flows on the pinched sphere and the pinched torus

Let X be Gutierrez-Sotomayor flow on the pinched sphere with 9 singularities: two
attractors, three saddles and four repellers on M, see Figure 24 (left).

With respect to the stratification £, R has four components homeomorphic to disks
with one repelling singularity in the center of each disk. Hence, each singularity has
numerical Conley indices equal to (hg, h1,hs) = (0,0,1) and thus,

Ry=0+0+0+0=0, Ri=04+04+04+0=0 e Rp=1+1+1+1=4

In the singular part of M one has 5 singularities of Xy two of which are attractors and
three repellers. Hence, the numerical Conley indices are (so, s1) equal to (1,0) and (0,1)
respectively. Hence,

So=14+1+0+0+0=2 and S1=0+0+1+1+1=3.

Substituting these values in equation (4): 4—0+0=3—2+4 x(M). Thus, x(M) = 3.
Let X; be Gutierrez-Sotomayor flow on the pinched torus with 3 singularities: one at-
tractor, one saddle and one repeller on M, see Figure 24(right). In Example 3.5 we
computed on the reqular part

Ry=0, Ri=0 and Ry =1.
and on the singular part
So=14+0=1 and S1=0+1=1.
Substituting these values in equation (4): 1 —04+0=1—1+ x(M). Thus, x(M) = 1.

Example 3.10. Let M be a manifold with Whitney umbrella singularity (e.g. a crosscap or a
torus with a fold) with stratification .

(1)

Let X; be a Gutierrez-Sotomayor flow on a crosscap with 3 singularities: one attractor,
one saddle and one repeller on M, see Figure 25(a).

With respect to the stratification £, R has one component homeomorphic to a disk
with an attracting singularity at its center. Hence, (ho, h1,ha) = (1,0,0) and thus,

R():L R1=0 (& RQZO.
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T AR
7

&

a 0
F1GURE 25. Flows on a crosscap and on a torus with a fold.

In the singular part of M there are two singularities of X one of which is an attractor
and the other a repeller. Hence the numerical Conley indices (sg, s1) are equal to (1,0)
and (0,0) respectively. Thus,
So=14+0=1 and S1=0+0=0.
Substituting these values in equation (4):
0-0+1=0—1+x(M).

Thus, x(M) = 2.
Let X; be a Gutierrez-Sotomayor flow on a torus with a fold with 4 singularities: an
attractor, two saddles and one repeller on M, see Figure 25(b).

With respect to the stratification £, R has one component homeomorphic to a cylinder
with two singularities in its interior a saddle and an attractor. The numerical Conley in-
dices are (ho, b1, ha) = (0,1,0) for the saddle and (ho, h1, he) = (1,0,0) for the attractor.
Hence,

Ry=0+1=1, R =140=1 and Ry =04+0=0.
On the singular part of M there are two singularities of X; one of which is an attractor
and the other a repeller with numerical Conley indices equal to (so,s1) = (1,0) for the
attractor and (sg, s1) = (0,0) for the repeller. Hence,

So=0+1=1 and S1=0+0=0.
Substituting these values in equation (4):
0—1+1=0—1+x(M).
Thus, x(M) = 1.

4. ISOLATING BLOCKS

In this section we will develop a theory of generalized handles to present a procedure of

constructing special isolating neighborhoods for a simple singularity of a Gutierrez-Sotomayor
flow. These isolating neighborhoods have the property that the flow is transversal to their
boundary. Furthermore, we require that:

Definition 4.1. An isolating block is an isolating neighborhood N for an isolated invariant set
A of the flow ¢ such that

N~ ={z € N|¢([0,T),z) € N,VT > 0}
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is closed.

A similar condition is required for the entering boundary N+ for T' < 0.

The existence of isolating blocks is an immediate consequence of the existence of Lyapunov
functions f for Gutierrez-Sotomayor flows with simple singularities. If p is a singular point
with f(p) = ¢ and € > 0 such that in [c — €, ¢ + €] there are no critical values then define an
isolating block, N, for p as the connected component f~'([c — ¢, ¢ + €]) that contains p and
N~ = f~1(c—€)N N. Moreover, (N, N~) is an index pair for Inv(N) = {p}.

4.1. The Poincaré-Hopf Condition. The following theorem establishes a relation between
the first Betti number of the branched one-manifolds which make up the boundary Ny of an
isolating block N7 for the singularity p, the number of boundary components of Ny and the
numerical Conley indices of p, (hg, h1, ha).

Theorem 4.2. Let (N1, Ny) be an index pair where Ny is an isolating block for a singularity p
in a two dimensional manifold with simple singularities M. Let X € X" (M) and (ho, h1,ha) be
the numerical Conley indices for p. Then

(7) (ha —hy +ho) — (hg —hy + ho)* =et =BT —e™ + B~
where * indicates the index of the time-reversed flow, e (e™) is the number of entering (exiting)

boundary components of N1 and Bt = ZZ:l b (B = 22;1 by, ) where by (b ) is the first Betti
number of the kth entering (exiting) boundary components of Ny.

Proof. Proposition 3.3 asserts that hy — hy + hg = x (N1, Np). By the long exact sequence of the
pair (N1, Ng) we have that x (N1, No) = x(N1) — x(No). But Ny = ON; hence,

ha — h1 + ho + x(ON7 ) = x(N1)
Using the same arguments for the reverse flow, we obtain
(h2 = h1+ ho)* + X(ON,") = x(N1).
Subtracting these two equations, one concludes that
(ha = h1 + ho) = (h2 = h1 + ho)* = x(N;") — x(ONY)

et

(ha — h1 + ho) — (hea — h1 + ho)* = Z(l - b;r) — Z(l —b,)
k=1 k=1
(ha — h1 +ho) — (ha — h1 + ho)* = et =BT —e™ + B~
O

4.2. The Gutierrez-Sotomayor Handle Theory. In this section we will define a notion
of generalized handles and specify their attaching regions. As in classical handle theory, the
attaching regions produce different topological spaces depending on how the handle is glued.

Since the fixed points of X € X" (M) are in M(G), with G = R, C, D, W or T, one must
consider different types of handles which we refer to as two dimensional Gutierrez-Sotomayor
handles, GS handles for short.

A GS handle HY is a subspace of R? with well defined dynamics where a fixed point is on
M(G), i.e., it may be on the regular part, on the cone, on the Whitney fold, on double crossings
or triple crossings. Hence, we will denote them by regular handles, cone handles, Whitney
handles, double handles or triple handles respectively.

In order to specify the dynamics on the handles we consider the following vector fields defined
on disks in R? :

(a) X(z,y) = (22, —2y) (0) X(z,y) = (z,—y)
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(c) X(z,y) = (22,2y) (d) X(2,y) = (0, —2? —¢?)
Equivalently, one can consider the respective singularities on the handles and their local flow.
We will now proceed to define the handles in each case above.

Definition 4.3. A regular handle is formed by a disk D centered at p with a flow defined as in
the cases below: See Figure 26.
(1) A regular handle H¥ has a flow defined by the vector field in (a). The attaching region
of the handle is the empty set.
(2) A regular handle H¥ has a flow defined by the vector field in (b). The attaching region
of the handle is homeomorphic to two disjoint segments from where the flow exits.
(3) A regular handle H¥ has a flow defined by the vector field in (c). The attaching region
of the handle is homeomorphic to a circle from where the flow exits.

handles attaching region

:
|
@& C

FIGURE 26. Regular handles H?, H* and HR.

Definition 4.4. A cone handle is formed by two disks D1 and Do centered at p such that
Dy N Dy={p} with a flow defined as in the cases below. See Figure 27.

(1) A cone handle HS has a flow defined on both disks by the vector field in (a). The
attaching region of the handle is the empty set.

(2) A cone handle HS has a flow defined on both disks by the vector field in (d). The attaching
region of the handle is the disjoint union of two arcs in 0D, and 0Dy respectively, from
where the flow exits.

(3) A cone handle HE has a flow defined on both disks by the vector field in (c). The attaching
region of the handle are the two circles that correspond to OD;, from where the flow ezits.

Definition 4.5. A Whitney handle is formed by a disk D with two regular orbits identified as
in the cases below. See Figure 28.

(1) A Whitney handle H!Y has a flow defined on D by the vector field in (a), with two regular
orbits identified to a ray of D. The attaching region of the handle is the empty set.
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handles attaching region

P

:
U

X
\/

pab
|

FIGURE 27. Cone handles HS, HS and HE.

(2) A Whitney handle ’Hl,’f has a flow defined on D by the vector field in (b), with two regular

3)

(4)

orbits on the stable manifold identified to a ray of D. The attaching region of the handle
is the disjoint union of two arcs in 0D, from where the flow exits.

A Whitney handle ’HZZ has a flow defined on D by the vector field in (b), with two
reqular orbits on the unstable manifold identified to a ray of D. The attaching region of
the handle is a transversal intersection of two arcs from where the flow exits.

A Whitney handle H)Y has a flow defined on D by the vector field in (c), with two regular
orbits identified to a ray of D. The attaching region of the handle is the boundary 0D

which after the identification is homeomorphic to a figure “eight” from where the flow
ezits.

Definition 4.6. A double handle is formed by two disks D1 and Do centered at p and intersecting
transversally along diameters di and de of D1 and Dy respectively. These diameters are formed
by a union of orbits as described below. See Figure 29.

(1)
(2)

3)

(4)

()

A double handle HP has a flow defined on D1 and Dy by the vector field in (a). The
attaching region of the handle is the empty set.

A double handle HE, has a flow defined on Dy by the vector field in (a) and defined on
Dy by the vector field in (b) where dy is the stable manifold in Dy. The attaching region
of the handle is homeomorphic to two disjoint segments from where the flow exits.

A double handle ’HSDSu has a flow defined on Dy and Do by the vector field in (b) where
dy and do are the unstable manifolds on the respective disks. The attaching region of the
handle is homeomorphic to two copies of two segments that intersect transversally and
from where the flow exits.

A double handle HESS has a flow defined on Dy and Dy by the vector field in (b) where
di1 and dy are the stable manifolds on the respective disks. The attaching region of the
handle is homeomorphic to two copies of two segments from where the flow exits.

A double handle HE. has a flow defined on Dy by the vector field in (c) and has a flow
defined on Dy by the vector field in (b) where do is the unstable manifold in Ds. The
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handles attaching region
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FIGURE 28. Whitney handles )Y, H!V, HYY and H)V.

&
S|

attaching region of the handle is homeomorphic to 0Dy on which two segments intersect
transversally and from where the flow exits.

(6) A double handle HP has a flow defined on Dy and Do by the vector field in (c). The at-
taching region of the handle is homeomorphic to 0Dy and 0Ds intersecting transversally
at two distinct points and from where the flow exits.

Definition 4.7. A triple handle is formed by three disks Dy, Do and D3 centered at p with
diameters di C D1, do C Do and d3 C Ds intersecting transversally at p and pairwise disjoint.
These diameters are formed by a union of orbits as described below. See Figure 30.

(1) A triple handle H] has a flow defined on Dy, Do and D3 by the vector field in (a). The
attaching region of the handle is the empty set.

(2) A triple handle H],, has a flow defined on Dy by the vector field in (a) and has a flow
defined on Dy and Ds by the vector field in (b) where dy and d3 are stable manifolds
of Dy and D3 respectively. The attaching region of the handle is homeomorphic to two

copies of two segments that intersect transversally from where the flow exits.
(3) A triple handle HI,, has a flow defined on Dy by the vector field in (c) and has a flow

Ssr
defined on Dy and D3 by the vector field in (b) where do and d3 are unstable manifolds
of Do and Ds respectively. The attaching region of the handle is homeomorphic to 0Ds
from where the flow exits with four segments intersecting 0Do transversally and also

from where the flow exits.

(4) A triple handle H] has a flow defined on Dy, Dy and D3 by the vector field in (c). The
attaching region of the handle is homeomorphic to three circles, all from which the flow
exits and that pairwise intersect transversally at two points.

4.3. Constructing Isolating Blocks. In this section, we construct an isolating block by gluing
a GS handle HY to a collar of a distinguished branched one manifold N~ x [0, 1].
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attaching region
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FIGURE 29. Double handles H?, HP  HP

sa’ SSy

D D D
, Hss.» Hgr and H,”.

Definition 4.8. A distinguished branched one manifold is a topological space, having at most
four connected components, locally constructed from a finite number of branched charts. Each
branched chart is the transversal intersection of two arcs in the plane.

In Figure 31, we present examples of distinguished branched 1-manifolds.

It is interesting to note that the different attachments of a given GS handle HY produces non-
homeomorphic isolating blocks (N, N7). However, all isolating blocks have the same Conley
index, i.e., the homotopy type of N/N~ is the same and independent of the block.

Theorem 4.9. Let p be a simple singularity of a Gutierrez-Sotomayor flow Xy on M. Suppose
that p satisfies the Poincaré-Hopf condition for the positive numbers et |, e, {b:}iil and
{byYi_,. Then there ezists an isolating block N for p with ON = ONT UON~ such that the
following holds:

(1) et (respectively e~ ) is the number of connected components of N (respectively ON™),
corresponding to the entering (respectively exiting) boundary components of the flow. In
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handles attaching region
HT 0

FIGURE 30. Triple handles H] , HT. ., HI.. e HI.

ssa?

F1GURE 31. Distinguished branched one-manifolds.

other words, we have a disjoint union

et

ONt = U 8N,;|r (respectively ON™ = U aN,;).
k=1 k=1
(2) the rank Hi(ON;") = bf with k = 1,...,et and the rankH,(ON, ) = by with
k=1,..,e".
(3) the rank H.(N/ON~) = h. where (hg, h1,ha) is the numerical Conley index of p.

Proof. For each attractor and repeller, the GS handle HY where G = R, C, D, W or T is always
an isolating block. For saddle handles there are different topological types of isolating blocks
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depending on the distinguished branched one manifolds and the attaching maps to their collars.

Consider a distinguished branched one manifold N~ = UZ;1 N, with e~ components and each
N, with b, as its first Betti number. Let HY be a GS handle with attaching region Ay and the

collar Uz;l(N . % I)of N . Attach the handle to the distinguished branched one manifold via
an embedding

frAr—= JWV, <.
k=1
O

See Figures 32, 33, 34, 35, 36 and 37, where we present constructions for specific cases of
saddle type isolating blocks for a simple singularity of a Gutierrez-Sotomayor flow X;.

N~ N NT

= W o o
oo LA =

O o OO

C=><7)D

D O

o o o

§

> ZI‘-"’ pai

FIGURE 32. Isolating blocks containing a regular handle H.

Other blocks can be constructed from these by adding cylinders where the flow is trivial. See
Figure 38.
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FIGURE 33. Isolating blocks containing a cone handle H¢.

N~ N N+t

- @ >0

>o g O

SO L 0O

C D
<) !‘ el

FI1GURE 34. Isolating blocks containing a Whitney handle HZZ
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N+

(
()

N~ N N+

=
oo M)

FIGURE 36. Isolating blocks containing a double handle HZ,.

5. LYAPUNOV GRAPHS

Let f be a Lyapunov function associated to the Gutierrez-Sotomayor flow X; on the two-
manifold M with simple singularities. We define the following equivalence relation on M: x ~f y
< z and y belong to the same connected component of a level set of f.

We call M/~ the Lyapunov graph associated to X; and f.

On M/~ each connected component of a level set f~!(c) collapses to a point, thus f~!(c)/~
is a finite set of distinct points on M/~y. A point on M/~ is a vertex if by the equivalence
relation it corresponds to a component of a level set containing a unique singularity. All other
points are edge points. The vertices v of M/~ can be labelled with the type of singularity

and we denote by e the number of positively incident edges and e, the number of negatively
incident edges to v.
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N~ N N+t

FIGURE 37. Isolating blocks containing a double handle 2, .

D ) D wary> b A
' !ﬂ

FI1GURE 38. Isolating blocks containing a regular handle.

Theorem 5.1. Supose that X; : M — M is a Gutierrez-Sotomayor flow with Lyapunov function
f:M — R. Let L=M/~y , then L is a finite directed graph without oriented cycles.

Proof. By the definition of a Lyapunov function we have that the critical points of f correspond
to the singularities of X;. Since X; has a finite number of singularities then there exists a finite
number of critical values of f, c1,ca,...,c,. Thus, f=1(c;, civ1) is diffeomorphic to N x (0,1)
where N = f~!(c) with ¢ € (¢;,¢c;41). Hence by Lemma 2.5, N is a branched one manifold with
a finite number of components.

Also, f~%(c;) has a finite number of components since if this were not the case f~'(c; + €)
would have infinite components for any € > 0. Only one of these components, denoted by X,
contains the critical point of f since by definition a Lyapunov function f separates critical points.

Now if Ng C f~!(c;) does not contain critical points of f then the component of f=1(¢;_1,¢;41)
that contains Ny is diffeomorphic to Ny x (0, 1). Indeed, M —(J; X; is diffeomorphic to the disjoint
union of N; x (0,1) where each N; is a connected compact branched one-manifold of M. Thus,
if P: M — L is the quotient mapping that identifies each component of a level set of f to a
point and x; = P(X;) then it follows that L — {x;} is a finite set of open intervals. Hence, since
L is compact, it is a graph.

Since f decreases along orbits of X; then the Lyapunov graph L associated to X; and f has
no oriented cycle. ([

On the other hand, to construct a flow that satisfies a given dynamics, a great combinatorial
tool is an abstract Lyapunov graph which can aggregate topological and dynamical information.

Definition 5.2. An abstract Lyapunov graph is a finite connected oriented graph L which pos-
sesses no oriented cycles and with each vertex labelled with the numerical Conley indices. Each
edge a that is incoming (resp. oultgoing) i.e., positively incident to v (resp. megatively incident
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to v) will be labelled with a nonnegative integer b} (resp. b ) where a € {1,...,eT} (resp.
a €{l,...,e"}), which we refer to as the weight on an edge.

The question becomes: once necessary conditions on Lyapunov graphs are found, are they
sufficient to realize an abstract graph as a GS flow on a manifold?

Theorem 5.3. A Lyapunov graph L of a Gutierrez-Sotomayor flow X with simple singularities
on M, satisfies the following conditions:

(1) If a vertex v is labelled with a repelling (attracting) singularity then:
(a) If pe M(R) thene, =1 andb; =1 (ef =1 and b} =1).
(b) If pe M(C) thene; =2 and by =b, =1 (ef =2 and bj =b3 =1).
c) Ifpe MOW) thene, =1 and by =2 (ef =1 and bj =2).
Ifpe M(D) thene; =1 and b =3 (e =1 and b =3).
(

) )
e) Ifpe M(T) thene; =1 andby =7 (ef =1 and bj =7).
(2) If a vertex v is labelled with a saddle singularity p then:
(a) Ifpe M(R) then1<e; <2 and1<el <2.
(

)
(b) Ifpe M(C) then 1 <e,; <2 and1<el <2.
)

(
(d
(

(¢) If p e M(W) then
(i) If p is of type si then e, =1 and 1 < ef < 2.

(i) If p is of type se then 1 < e, <2 and e} = 1.
(d) If p € M(D) then
(i) If p is of type as then 1 < e, <2 and e} = 1.

(i) If p is of type rs then e, =1 and 1 < e} < 2.
(iii) If p is of type si then 1 < e, <2 and 1 < e} < 4.
(iv) If p is of type se then 1 < e, <4 and 1 < e} < 2.

(e) If pe M(T) then
(i) If p is of type ssa then 1 <e; <2 and ef = 1.

(i) If p is of type sst then e, =1 and 1 < e} < 2.

All weights on the entering and exiting edges of v must satisfy the table.

| M(G) [typele, [ef] weights ‘
peEM(R)| a [0 ] 1 by =1
s | 1]1 by = b7
s | T ] 2]b =b+b] -1
s [ 2186 =b+b5 —1
r 1]0 by =
peMC) | a [ 0] 2 bl =by =
s [ 1]1 by = b
s | 2] 2 [b] +b; =b] +b5
r [2]0 by =by =1
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peMW)| a [0]1 b =2
Su |11 by =b +1
su |1]2 by =bf +b;
ss |1]1 bl =by +1
ss |21 bi =by +b,
r [1]0 by =2
p € M(D) 01 by =3
sa [1]1 by =b; +2
sa [2]1 bl =b; +b; +1
st [1]1 by = b7 +2
st [1]2 by =b7 +b3 +1
ssy |11 by =bj +2
sSu | 1]2 by =b7 +b3 +1
ssy | 1|3 by =b] +b3 +b3
ssq | 1[4 b =b] +b3 +b3 +b] —1
ssy | 2|1 bi =by +b, —3
sSu |22 by +by =b] +b; +2
sSu | 23] b +by =b7 +03 +b7 +1
sSu | 2|4 [b] +by =b] +b3 +b3 +0bf
ssg |11 bi =b] +2
ssg | 1]2 by =b; +b; —3
sss |21 bi =by +b, +1
sss | 22 by +b3 =b; +b; +2
sss |31 by =b; +b; +b5
sss |3]2] bf +b5 =b] +b; +b; +1
sss |4 1] bf =by +b; +b5 +b; —1
sss |4]2[b] +b5 =b] +by +b3 +b;
r |[1]0 by =3
peM(T) | a |[0]1 bi =7
ssa 1|1 by =b; +2
ssa|2|1 bi =by +b, +1
ssr |11 bf:bf+2
ssr |12 by =bj +b5 +1
r |[1]0 by =7

Proof. First, we prove the inequalities on the degree of the vertices v in L.

Let L be a Lyapunov graph associated to a Gutierrez-Sotomayor flow X; and f a Lyapunov
function on a two-manifold with simple singularities M. If p is a singularity such that f(p) = ¢,
denote by Nj the component of f~!([c—e¢,c+¢]), with € > 0 sufficiently small so that it contains

only one singular point p. Let No = Ny N f~(c —¢€). Then (Ny, Np) is an index pair for p.

Since p is a singularity then ON; # (), thus, Ho(N;) = 0. Also, Nj is connected, thus
Hy(N1) = 0. Let v be the vertex of L labelled with p then dim Hy(Ny) = e, and if Ny # () then

dim ﬁ()(N()) =e, — 1.

Hence, for Ny we have the following long exact sequence:

0 — CHa(p) -2 Hy(No) 5 Hy(Ny) 25 CHy(p) 25 Ho(No) —

Secondly, we prove the conditions on the weights of the edges incident to v.
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The Theorem 4.2 relates the first Betti number of the boundary components that are entering
sets and exiting sets for the flow, ON;~ and N, , the isolating block (Ny, Ny) of a singularity,
p € M, of X; with the number of boundary components of N; and the numerical Conley indices
of p € M. Since the fixed point p € M corresponds to a vertex v on the Lyapunov graph, N;
(ON7) corresponds to edges positively (negatively) incident to v then Theorem 4.2 relates the
degree (of the entering and exiting edges) of v, to the weights on the edges (entering and exiting)
incidents to v and the numerical Conley index with which v was labelled.

(8) (hz —h1+h(]) — (hg —h1+h0)* :ej —B+ —6; +B_
et e —
where BT =Y"/° b and B~ =372 b, .

Considering all the possibilities for e™, e~ in the inequalities involving the degree of v and

using the above equations, we obtain the weights on the table and the result follows.
O

Example 5.4. Gluing the isolating blocks to obtain a Gutierrez-Sotomayor flow.

(0,0,1)»
(0,0,1)% 6 @

1 1
D 5

(07 07 O)W

T2

» (0,0,0)yy ‘
(D)

d (1a 07O)D

F1GURE 39. An abstract Lyapunov graph and its realization as a GS flow.

We conclude this paper with a couple of remarks. Example 5.4 suggests that one may be able
to find sufficient conditions on abstract Lyapunov graphs in order to check their realizability.
See Figure 39. This has not yet been done and remains an open question.

Also, one would like to include in a study similar to this one, the inclusion of periodic orbits
and singular cycles.
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MORIN SINGULARITIES OF COLLECTIONS OF ONE-FORMS AND
VECTOR FIELDS

CAMILA M. RUIZ

ABSTRACT. Inspired by the properties of a collection of n gradient vector fields V f1,...,Vfn
from a Morin map f = (f1,...,fn) : M - R™, with dim M > n, we introduce the notion of
Morin singularities in the context of collections of one-forms and collections of vector fields. We
also study the singularities of generic one-forms which are related to specific collections (Morin
collections) and we generalize a result of T. Fukuda on Euler characteristic ([5, Theorem 1])
for the case of collections of one-forms and vector fields.

1. INTRODUCTION

Morin maps are those which admit only Morin singularities. It is well known that these
singularities are stable, and conversely, that corank one stable map-germs are Morin singularities.
Thereby, Morin singularities are fundamental and frequently arise as singularities of maps from
one manifold to another, as observed by K. Saji in [15]. These singularities have been studied
by many authors in different contexts as [9, 1, 5, 12, 13|, and more recently (7, 18, 21, 6, 3, 8,
2, 15, 16, 14, 11]. In particular, J.M. Eliagberg [4], J.R. Quine [10], T. Fukuda [5], O. Saeki [12]
and N. Dutertre and T. Fukui [3] investigate relations between the topology of a manifold and
the topology of the critical locus of maps with Morin singularities.

In this work, we introduce the notion of Morin singularities in the context of collections of one-
forms that are not necessarily differential (Definition 2.26) and collections of vector fields that
are not necessarily gradient (Definition 2.28). Our main result (Theorem 4.13) is a generalization
of Fukuda’s Theorem on Euler characteristic [5, Theorem 1] for the case of Morin collections of
smooth one-forms: we show that if w = {w; }1<i<n is @ Morin collection (Definition 2.26) defined
on an m-dimensional compact manifold M then

(M) = kix(Ak(w)) mod 2,

where x(M) denotes the Euler characteristic of M and Ag(w) is the set given by the Ag-type
singular points of w.

Our original inspiration was provided by the following properties of a collection {V f1, ...,V f,}
of n gradient vector fields from a Morin map f = (f1,..., fn)-

Let f: M™ — R" be a smooth Morin map defined on an m-dimensional Riemannian manifold
M, with m > n. The singular points of f = (f1,..., fn) are the points x € M where the rank of the
derivative df (x) is equal to n— 1. By taking the gradient of each coordinate function f1,..., fn,
we obtain a “singular collection” of n vector fields {V f1,...,V f,} defined on M whose singular
locus ¥ is given by

Y ={xeM|rank(Vfi(x),...,Vfu(z)) =n-1}.

2010 Mathematics Subject Classification. Primary 57R45; Secondary 57R70, 58K45.
Key words and phrases. Morin singularities, collections of vector fields, collections of one-forms, critical locus.
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For any k =1,...,n, it is known that the sets Ag(f) and Ag(f), given by the Ag-type singular
points of f and its topological closure, respectively, are (n—k)-dimensional smooth submanifolds
of M satisfying

() £ = AP
(1) Ax(f) = EJkAi(f)%
(i7) For eachg €y,

~ ’I’L_k7 lfl‘EAk(f)a
rankdf|m($) = { n-k-1, ifz EAkT(f);

(see [5], [9], [12] for Morin singularities). By item (iii), the intersection of the vector space

spanned by Vfi(z),...,Vfn(2) and the normal vector space to Ai(f) at = is a vector subspace
whose dimension is given by

dim((vfl(x),...,an(l"))”NwAk‘(f)):{ :,_17 iiim

Then, (Vfi(z),...,Vfu(x)) and Ny Ag(f) intersect transversally at z if and only if z € Ag(f).
Otherwise, if z € Agy1(f) and {21(x), ..., zn—k-1(2)} is a basis of a vector subspace complemen-
tary to (Vf1(x),...,Vfu(z))n N AL (f) in (Vfi(x),...,Vfa(z)) then

0, if xe Ak+1(f)7
1, if xe Ak+2(f)

dim({z1(2), ..., 2n-k-1(2)) " Ny A1 (f)) = {

Therefore (z1(x),...,2n-k-1(x)) and N, Ag,1(f) intersect transversally at x if and only if
x € Apy1(f), and Agyi-type singular points of f can be distinguished from Ag,2(f) by this
transversality or, equivalently, by the dimension of such intersection. We will follow this idea to
define Morin singularities of collections.

This paper is organized as follows. In Section 2, we consider a non-degenerate collection of
smooth one-forms w = {w; }1<i<n (Definition 2.2) defined on a smooth m-dimensional manifold
M, with m > n. Then, we define the Ag-type singularities of w, for k = 1,...,n, in order to
decompose the singular set ¥!(w) of w into disjoint submanifolds according to the type of each
singular point. To do that, we give an inductive definition of the singular subsets X¥(w) and
Ap(w), in which we take successive transversality conditions (Definitions 2.3, 2.9, 2.10, 2.11,
2.18, 2.19, 2.25 and Remark 2.14). In particular, if the required transversality conditions hold,
we show that the singular subsets Ay (w) and ¥¥(w) = Ap(w) are (n - k)-dimensional smooth
submanifolds of M (Lemmas 2.4, 2.12, 2.20 and Theorem 2.22) such that Ay(w) = UispAi(f)
(Remark 2.24). Furthermore, in Proposition 2.23 (a) and Lemma 4.5 we provide equations that
define the singular sets ¥ (w) locally.

We will say that w = {w; }1<i<n 18 a Morin collection of one-forms (Definition 2.26) if it admits
only Morin Ag-type singular points, for k =1,...,n (see Remark 2.27).

The definition of Morin singularities for collections of n one-forms can be analogously adapted
to collections of n vector fields as follows. When considering a smooth manifold M, differential
one-forms are naturally dual to vector fields, more specifically, if we fix a Riemannian metric on
M then there exists an isomorphism between the tangent and cotangent bundles of M, such that
vector fields and one-forms can be identified. To illustrate this notion, we give some examples
of Morin collections of vector fields in the end of Section 2.

We remark that in the maximal case, that is, when we have a Morin collection of m vector
fields defined on an m-dimensional manifold, our definition of A-type singularities is equivalent




280 C. M. RUIZ
to that Ag-type singularities presented by Saji et al. [17].

Let L e RP™ ! be a straight line in R™ and let 7y, : R™ — L be the orthogonal projection to L.
In [5], T. Fukuda applied Morse theory and well known properties of the singular sets Ay (f) of a
Morin map f: M — R” to study critical points of mappings 7y o f : M — L and their restrictions
to singular sets 71, o f|4, (s) and 7z, o f|m. Similarly, in Sections 3 and 4, we investigate the
zeros of a generic one-form

am=i%wu>

associated to a Morin collection of n smooth one-forms w = {w; }1<i<n. We verify that ¢, §|Ak(w)

and f‘
(AR (@) .
associated to Morin maps f.
More precisely, let a = (a1,...,a,) € R" ~ {0} and let w = {w;}1<i<n be a Morin collection
of smooth one-forms on M, in Section 3 we prove that the zero set of £(z) = Y1, a;w;(z) is
contained in ©!(w) (Lemma 3.1) and, for almost every a € R~ {0}, the zero set of §|Ek( ) does not

have properties that are similar to that of generic orthogonal projections 7y, o f(z)

intercept ¥F*2 (w), for k=0,...,n-2 (Lemmas 3.6 and 3.7). Moreover, we present necessary and
sufficient conditions for a zero of QEMI( ) to be a zero of €|):k'( ) for k=0,...,n-1 (Lemmas 3.2

and 3.3). In Section 4, we prove that generically the one-form £(z) and its restrictions E‘Ek_( )
and flAkw) admit only non-degenerate zeros (Lemmas 4.6, 4.7, 4.8 and 4.12). In Lemmas 4.9,

4.10 and 4.11, we give conditions for a non-degenerate zero of 5\Ek+1( ) to be a non-degenerate

zero of f‘zk(w) ,for k=0,...,n-1.
As a consequence of these results, we end the paper with Theorem 4.13 whose proof uses the
classical Poincaré-Hopf Theorem for one-forms.

2. MORIN SINGULARITIES OF COLLECTIONS OF ONE-FORMS

Let 0 < n < m be integer numbers and let M be an m-dimensional smooth manifold with
cotangent space at x € M denoted by T, M. We define the “n-cotangent bundle” of M by

T*M" ={(z,01,---,n) | TeM; @;eTiM,i=1,...,n},

which is an m(n+1)-dimensional smooth manifold locally diffeomorphic to U x M, ,(R), where
U cR™ is an open set and M,, ,(R) denotes the set of real matrices of size m x n.

Lemma 2.1. Let T*M™" ! c T*M" be defined by
T*Mn1n71 = {(x7(p1a .. awn) eT"M" | rank((pla .. 790n) =n- 1} :
Then T* M™" ! is smooth a submanifold of T*M™ of dimension n(m +1) - 1.

Proof. Let M~} (R) be the smooth submanifold of M, »(R) of codimension m-n+1 consisting of
the matrices with rank equal to n—1. The set 7" M™"~! is locally diffeomorphic to U x M;%~} (R),
where U ¢ R™ is an open subset. Thus, T*M™" ! is a smooth submanifold of 7% M™ of dimension
n(m+1)-1. O

Let w = {w; }1<i<n be a collection of n smooth one-forms on M, we will consider the smooth
map w: M — T*M" defined by

w(z) = (z,w1(2),...,wn()).

Definition 2.2. We say that w = {w;}i<i<n @S a non-degenerate collection if the map
w:M - T*M" as above satisfies the following conditions:
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(a) whT*M™" L in T*M",
(b) w—l(T*Mn,Sn—Q) — @}
where T* M™<""2 = {(z,¢1,...,¢n) e T*M™ | rank(p1,...,pn) <n-2}.

Notice that this definition implies that if w = {w; }1<i<n is a non-degenerate collection on M,
then for each x € M the rank of wy(z),...,w,(x) is either equal to n or equal to n — 1.

Definition 2.3. Let w = {w; }1<i<n be a non-degenerate collection on M. We define the singular
set of the collection w as the set ©*(w) of points x € M where the rank of w is not mazimal, that
18

Y(w) = {z e M | rank(wi(x),...,wn(z)) =n-1}.

Lemma 2.4. Let w = {w;}1<i<n be a non-degenerate collection on M. Then X(w) is either the
empty set or an (n —1)-dimensional smooth submanifold of M.

Proof. Notice that ©(w) = w ™1 (T*M™" ') and that w 4 T*M™" L. Thus, if ¥'(w) # @ then
¥!(w) is a smooth submanifold of M of codimension m —n + 1 and the result follows. O

Let w = {w;}1<i<n be a non-degenerate collection of smooth one-forms defined on an m-
dimensional smooth manifold M. If w satisfies some transversality conditions, we will define
the Ag-type singularities of w, for k = 1,...,n, in order to decompose the singular set %!(w)
into disjoint submanifolds according to the type of each singular point. Firstly, we define the
Aj-type singular points in $'(w). We will denote by ¥?(w) the subset of ©!(w) given by all
singular points of w that are not A;-type. For each k =2,...,n, we repeat this process defining
the Ay-type singular points in ¥*(w) and denoting by ¥**1(w) the subset of X*(w) given by all
singular points of w that are not Ag-type. To do that, we present in this section an inductive
definition of Ag-type Morin singularities of w.

Remark 2.5. Let S c¢ M be a smooth submanifold of M. We will adopt the following notation
NS ={ e T; M[y(T5S) = 0}.
Definition 2.6. Let w = {w;}1<i<n be a non-degenerate collection on M. Given
(2,90) = (@, 015+, Pn1),
we define the sets
T M = {(z,0) | 2 € S (Ww); 1, o1 € T, M}

and
NEM™ = {(z,) € TEM™ | rank(o1,. .. pn-1) =n -1,
dim({p1,..., pn-1) N NS XN (w)) =1},

where (¢1,...,on-1) denotes the subspace of T M spanned by {©1,...,0n-1}-
Lemma 2.7. T M™™! is a smooth manifold of dimension m(n—1)+n-1.

Proof. For a non-degenerate collection w, we know that X! (w) is an (n - 1)-dimensional smooth
submanifold of M. Then, for each (z,¢) € Ty, M "1 there exists an open subset V ¢ R™™! such
that 7y, M"! is locally diffeomorphic to V x M,, ,,-1(R) near (z, ) and the result follows. O

Lemma 2.8. NglM”’1 18 a smooth hypersurface of TglM"’l, that is, a smooth submanifold of
dimension m(n—1) +n - 2.
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Proof. Since w is non-degenerate, it follows from Lemma 2.4 that X! (w) is a smooth submanifold
of codimension m —mn +1 of M. Then, for each p € £!(w) there exist an open neighborhood U of
p in M and smooth functions Fi,..., F,,_nt1 : U = R such that

UNS (w)={zeld | Fi(z)=...= Fppi1(x) =0}
with rank(dF; (z),...,dFyn_ni1(2)) =m-n+1, for each z e 4 n X! (w), and
NySH(w) = (dFy(p), - - - dFmns1(p))-
If (5, @) = (0, B1, - o> Pno1) € N& M™! then
rank (1, ..., Pu-1,dF1(p), ..., dFpns1(p)) =m -1,
since by the definition of Ny, M"™!, rank(p1,...,Pn-1) =n -1 and
dim((@1, ..., @n-1) NN SN (w)) = 1.

In this way,
det(dFl(p)v ccty dFm—n+1(p)7 Sbh cet 9571—1) = O
and fixing the notation @; = (¢},...,¢"™) fori=1,...,n -1, we can assume that the minor
aFl aFm—nJrl ~1 ~1
0rs (p) e () & P2
aFl ame.—nJrl ~m—1 ~m—1
T (p) o (p) &Y Pn’a
does not vanish and consequently, that
6F1 aij—n+1 1 1
921 () 011 () ¢ Pn-2
(1) : : oo %0
8F1 8}7‘1'7'7,—n+1 m—1 m—1
Fr— () o (z) i Pnss

for all (z, ¢) € (' (w)nU)xV, where V ¢ R™("~1 is an open neighborhood of ¢. Thus, Ny, M™~!
can be locally given by

MY = {(2,0) €U XV | Fy=...= Fryps1 = A =0},
where A(x,p) = det(dFy(z),...,dFm-ns1(x),01,...,0n-1). Let B(x,p) be the square matrix
of order m whose columus are given by the coefficients of the one-forms dFy (), ..., dFp—n+1(x),
P11y -0 Pn-1t
B(z,p) = ( dFy(x) - dFp_ps1(x) @1 - Pt )

By Laplace expansion along the last column of B(z,¢), we have
Az, ) = 3 @1 cof (@), B),
i=1
where cof (¢!_;, B) denotes the cofactor of ! _; in the matrix B(z,¢). Thus

0A i : ot 4 . Ocof(¢!_1,B)
— f (3 B n + (3 n ?
890;7_1 (:Ea 90) ; co (@n—l? )890?_1 Prn-1 580?_1
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and since cof(¢!,_;, B) does not depend on the variable ¢ ;, we have

deot(¢l,,, B)

=0, fori=1,...,m.
ey
Then,
0A (1)
7m($, QO) =cof(¢,-1,B) # 0,
agpn—l

and the derivative of A(z, ) with respect to ¢, denoted by d,A(z, ), does not vanish. This
implies that the matrix

: § O(m-n+1)x(n-1)
= d.'cFm—n+1('T) :
dFm_n+1(x) et e e eee e ' ee tee tee see see ees
dA(z, o dyA(x,
dA(z, ) (2, 0) oAz, )

has rank m —n + 2, where O(y,—p+1)x(n-1) denotes a null matrix. Hence,
rank(dFy(z),...,dFy,_ns1(x),dA(z,9)) =m-n+2,
for each (z,¢) € N& M™ 0 (U x V). Therefore, Ny, M™ ! is a smooth submanifold of T3, M™!

of dimension m+m(n-1)-(m-n+2)=m(n-1)+n-2. O

Let w = {w; }1<i<n be a non-degenerate collection on M and (w1 (x),...,w,(x)) the subspace
of T} M spanned by {w;(x),...,w,(x)}. Then for each p € B (w), dim{w; (p),...,w,(p)) =n-1,
and there exist an open neighborhood U, of p in M and a collection {{1,...,Q,_1} of n -1
smooth one-forms on U, such that {Q(z),...,Q,_1(x)} is a basis of (w1 (x),...,w,(z)) for each
z €U, NS (w). Let Q" : U, n X! (w) » T M™ ! be the map given by

Q'(z) = (2, (x),..., 1 (2));
we define:
Definition 2.9. We say that collection w = {w; }1<i<n Satisfies the “condition I” if for each
pe X (w) there exist an open neighborhood Uy, of p in M and a map Q' : U, n T (w) - To, M™!
as defined above, such that on U, the following properties hold:
(a) QY § Ny M in TE M1,
(b) (Ql)—l(]\/v;:1 Mn—1,22) — ®7
where
Ni M 122 = {(2,0) € T3 M | rank(g1, ..., n_1) = n—=1,dim({¢1, ..., on_1)NNIZH(w)) > 2}.
Notice that if w satisfies the condition I, then for each x € ' (w) NnU,,
dim(((2),..., Q1 (2)) N NI ZH(W))
is either equal to 0 or equal to 1. We will prove in Proposition 2.23 that this dimension and the
condition I; do not depend on the choice of the basis {Q1,...,Q,-1}.

Definition 2.10. Let w = {w;}1<i<n be a non-degenerate collection that satisfies the condition
I,. Given pe XY (w), consider an open neighborhood U, of pin M and a map

O(z) = (2, (2),..., Q1 (2))
as in Definition 2.9. We define the sets Ay(w) and X%(w) as follows:
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(a) We say that x €U, belongs to Ay (w) if z € £ (w) and
dim((Q1(z),..., Q1 (2)) n NEH(w)) = 0.
(b) We say that x €U, belongs to L (w) if x € B (w) \ A1 (w), that is, if x € B (w) and
dim((Q1(2),..., Q1 (2)) n NIEH (W) = 1.
Then, for each p € X1 (w) we may write
Ar(w) nUy = {z e XM (w) nUp, | dim((Q1(2),...,2-1(2)) " N EH(w)) = 0};
Y2 (w)nU, = {z e X (w) nU, | dim((Q1(2),...,Q-1(2)) " N EH(w)) = 1};
and we have
A(w)= U (Aiw)nly) and Z*(w)= U (Z*(w)nly).
pext(w) pest(w)
Definition 2.11. Let w = {w;}i1<i<n be a non-degenerate collection on M that satisfies the

condition Iy. We say that x € M is an Ai-type Morin singularity of w if x € A1 (w).

Lemma 2.12. Let w = {w; }1<i<n be a non-degenerate collection on M that satisfies the condition
I. Then ¥?(w) c Y (w) and X%(w) is either the empty set or an (n — 2)-dimensional smooth
submanifold of M.

Proof. Notice that, locally, £?(w) = (') (Ng&, M™ ') and Q' § Njy M™ ! Thus, if 3?(w) #+ @
then ¥?(w) is a smooth submanifold of 3! (w) of codimension 1 and the result follows. O

Lemma 2.13. Let w = {w; }1<i<n be a non-degenerate collection on M that satisfies the condition
I,. For each pe X (w),

peX*(w) < dim({wi(p), ..., wa(p)) N Ny TH(w)) = 1.
Proof. Given p € £!(w), we can consider a neighborhood U, of p in M and a map

Q'(x) = (2,0 (2),..., 1 (2)),
as in Definition 2.9, such that (Q1(p),...,Qn-1(p)) = (w1(p), ..., wn(p)). By Definition 2.10 (b),
p € ¥*(w) if and only if dim({(Q1(p), ..., Qn-1(p)) " NyE!(w)) = 1. Thus, p € £*(w) if and only
if dim({w1(p), ..., wn(p)) " N;E (w)) = 1. O

Remark 2.14. The following results are used in the formulation of an inductive definition of
Ay -type Morin singularities of w = {w; }1<i<n, for k=2,...,n.

Let 3 <k <n be an integer number and w = {w; }1<i<n @ non-degenerate collection on M with
singular set X' (w). Let us suppose that, for everyi=2,..., k-1, X(w) is a smooth submanifold
of M such that:

(a) Y (w)c XN (w)c...c X (w);
(b) X¥(w) is the empty set or an (n —i)-dimensional smooth submanifold of M ;
(¢) For each p e X1 (w), we have

peXi(w) < dim((wi(p),...,wn(p))n N;Eifl(w)) =i-1.

Notice that in Lemmas 2.12 and 2.13 we have already proved that if w = {w; }1<i<n Ssatisfies the
condition Iy, then the above hypothesis holds for k = 3, that is, ¥*(w) is a smooth submanifold of
M satisfying (a), (b) and (¢). Now, we assume that this hypothesis holds for everyi=2,... k-1,
with k > 3, and we will prove that it also holds for i = k if w = {w; }1<i<n Satisfies the “condition
Ii—17 that will be given in Definition 2.18.
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Definition 2.15. Let r=n-k+1 and (z,9) = (x,¢1,...,p,), we define the sets
T;’“—lMT = {(l‘7<)0) | T € Zk_l(w);@h <o Pr € T;M}

and
Newa M" = {(z,0) € T3 M" | rank(e1,...,¢r) =1,

dim({p1,...,0.) N N TN (w)) =1},
where (¢1,...,¢r) denotes the subspace of Ty M spanned by {p1,...,¢r}.

Lemma 2.16. T

s M" is a smooth manifold of dimension mr +r.

Proof. Analogously to the proof of Lemma 2.7. O

Lemma 2.17. Ng,.,M" is a smooth hypersurface of Ts,..,M", that is, a smooth submanifold
of dimension mr+1r—1.

Proof. Analogously to the proof of Lemma 2.8. O
By hypothesis, for each p € ¥¥7!(w), we have that
dim({w1(p); - -, wn(p)) N Ny =2 (w)) = k-2

and dim(ws (p), . ..,wn(p)) = n—1. Then, there exist an open neighborhood U, of p in M and a col-
lection {€,...,9Q,} of r = n—k+1 smooth one-forms on U, such that {Q4(z),...,Q,.(x)} is a basis
of a vector subspace complementary to {w;(z),...,w,(z)) N NS 2(w) in (wi(z),...,w.(z))
for each z € Uy, N 2*"!(w). That is, for each x €U, N 2*!(w) we have that

(Q1(x),...,Q-(z))® (((.ul(a:)7 cswp(x))n N;Eka(w))
is equal to (w1 (z),...,wn(z)). Let Q"1 : U, n S (w) > T, . M" be the map given by
QFL(z) = (2, Q1 (2),..., 0 (2)),
we define:

Definition 2.18. We say that collection w = {w; }1<i<n satisfies the “condition I_17, if for each
p e P 1 (w) there exist an open neighborhood U, of pin M and a map

O Uy n SN (W) - T M
as defined above, such that on U, the following properties hold:

(a) QLA Ng M in TS M";
(0) (F) (N M) = ;

where
gk_lMT’ZZ ={(z,p) € Ty M" | rank(ep1,...,¢;) =7, dim({¢1,..., @) N N;Zk_l(w)) > 2},
Notice that if w satisfies the condition I;_y, then for each = € ¥¥~1(w) nU,,
dim((Q(z),...,2(z)) n NP1 (w))

is either equal to 0 or equal to 1. We will prove in Proposition 2.23 that this dimension and the
condition Ij_; do not depend on the choice of the basis {Q,...,Q,}.

Definition 2.19. Let w = {w;}1<i<n be a non-degenerate collection that satisfies the condition
Ii_1. Given p e X 1(w), consider an open neighborhood U, of pin M and a map

Q" (@) = (2, (@), .., 2 (2)
as in Definition 2.18. We define the sets Ay_1(w) and *(w) as follows:
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(a) We say that x €U, belongs to Ap—1(w) if v € T 1 (w) and
dim((Qy(z),..., 0 (2)) n NI EF1(w)) =
(b) We say that x €U, belongs to XX (w) if x € B 1 (w) N Ajp_1(w), that is, if v € X1 (w) and
dim((Q (z),...,Q-(2)) " NI EFH(w)) = 1.
Then, for each p e *1(w) we may write
A1 (W) nUp = {z e SFHw) nl, | dim((Q1(x),..., 2 (2)) n NZFH(w)) = 0);
YE(W)nUy, = {z e 2PN w) nl, | dim((Q1(x),..., 2 (2)) n N ZFY(w)) = 1};
and we have

A= U (Aea@)nthy) and Fw)= U (ZFw)nis,).

peXk-1(w) peXk-1(w)

Lemma 2.20. Under the hypothesis of Remark 2.14, let w = {w;}1<i<n be a non-degenerate
collection on M that satisfies the condition Ij_y. Then YF(w) ¢ X Y(w) and ¥ (w) is either
the empty set or an (n - k)-dimensional smooth submanifold of M.

Proof. Analogously to the proof of Lemma 2.12. O

Lemma 2.21. Under the hypothesis of Remark 2.14, let w = {w;}1<i<n be a non-degenerate
collection on M that satisfies the condition Ij,_1. For each p € X¥71(w),

peEH (W) = dim((wi(p)- - wa(p)) NN T (W) =

Proof. We have that ¥*!(w) c ¥¥72(w) and for each p e £+ 1(w):
(i) N;y¥F2(w)c NyEF!(w) (see Remark 2.5);
(ii) dim({w1(p),...,wn(p)) N NFEF2(w)) = k-2;
(i47) There exist an open neighborhood U, of p in M and a collection {Q4(z),...,Q.(x)} of
7 = n—k+1 smooth one-forms on U, such that, for each = € U,nS 1 (w), (w1 (z),...,wn (7))
is equal to

(Ql(x)w : aQr(x” ® ((wl(x)v ce awn(x» mN;Ekiz(w)) .

For clearer notations, let us denote

(@(2)) = {wi(@),...,wa(@)) and (271(2)) = (N (2),..., 2 (2)).

Then,
peXF(w) (D%fi:s:‘lg) dim ((©2**(p)) n N;Ek’l(w)) =1
WL dim ((@(p)) 0 NS (W) - dim ((@(p)) 0 N B2 (w)) = 1
© dim (@) 0 NS w)) - (k-2) = 1
< dim ((@(p)) " Ny T (w)) = k- 1.

d

According to Lemmas 2.20 and 2.21, if the hypothesis of Remark 2.14 holds for every
i=2,...,k—-1and w = {w;}1<i<n satisfies the condition Ij_;, then this hypothesis will hold
for i =2,...,k. In other words, we can state the following result.

Theorem 2.22. Let w = {w;}1<icn be a non-degenerate collection on M. If w satisfies the
conditions I, for j=1,...,n -1, then for every k=1,...,n we have that

(a) ZF(w)c Tk t(w)c...c ¥ (w) c B (w);
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(b) Z*(w) is the empty set or an (n - k)-dimensional smooth submanifold of M ;
(c) Let k> 1. For each p e ¥ 1(w),

pe X (w) o dim((wi(p),...,wn(p)) N N;Ek’l(w)) =k-1.

The following proposition shows that Definitions 2.9, 2.10, 2.18 and 2.19 do not depend
on the choice of the bases {Qq(z),...,Q,-1(z)} and {Q1(x),...,Q-(z)}. The first part (a)
provides equations that define the submanifolds ¥ (w) locally. We use these local equations to
demonstrate part (b). The proof can be found in Appendix A.

Proposition 2.23.

(a) Let p € ©*Y(w). There are an open neighborhood U of p in M and smooth functions
Fi:U->R,i=1,...,m—r, such that

UNSF W) ={zeld|F(z)=...= Fp_.(z)=0}
with rank(dFy(z),...,dFy,_.(2)) = m -7 for x € U n S*Y(w), and there is a collection
{Q1(x),...,9-(x)} of r smooth one-forms defined on U which is a basis of a vector subspace

complementary to (0(x)) n N:¥k2(w) in (0(x)) for each x e n FH(w). Let
Ak(ﬂ?) = det(th . ,dFm_.,-, Ql, ey QT)(J?)

Then w satisfies the condition I_1 on U if and only if the following properties hold for each
reld n XN (w):
(i) dim(Q(x),...,Q(2)) " NS (W) =0 or1;

(i) if dim(Q(2),...,Q.(2)) " N 21 (w) =1 (or equivalently Ay (x) =0), then
rank(dFy(z),...,dF,—(z),dAk(z)) =m -7+ 1.
In this case, ©*(w) can be locally defined as
UnSF(w)={zeld|Fi(z)=...= Fp_(z) = Ap(x) = 0}.

(b) The definitions of X' (w), ¥¥(w) and Ap_1(w) do not depend on the choice of the basis
{Q,...,Qpks1}, for every k=2,... n.

Remark 2.24. It is not difficult to see that, for everyk =1,...,n, ¥¥(w) is a closed submanifold
of M such that
n
YR (w) = Ap(w) uEF (W) = | A (w).
i=k
Furthermore, Aj(w) = XF(w) N S Y (w). Then, the singular sets Ax(w) are (n - k)-dimensional
submanifolds of M such that Ag(w) = ¥ (w).

Finally, based on the previous considerations, we define:

Definition 2.25. Let w = {w;}i<i<n be a non-degenerate collection on M that satisfies the
condition I;, for j=1,...,n—-1. For each k € {1,...,n}, we say that x € M is an Ay-type Morin
singularity of w if x € Ax(w).

Definition 2.26. Let w = {w;}1<i<n be a collection of m smooth one-forms on M, with
0<n<m. We call w a Morin collection if w is non-degenerate and it satisfies the condition I,
forj=1,...,n-1.

Remark 2.27. By Definition 2.26, if w = {w; }1<i<n 18 a Morin collection then w admits only
Ap-type singular points for k=1,... n.
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As we mentioned in Section 1, fixed a Riemannian metric on M, we can consider vector fields
instead of one-forms and define the notion of Morin collection of n vector fields analogously to
the definition of Morin collection of n one-forms:

Definition 2.28. Let V = {V;}1<i<n be a collection of n smooth vector fields on M, with
0<n<m. Wecall V a Morin collection if V' is non-degenerate and it satisfies the condition I,
forj=1,...,n-1.

Next, we present some examples of Morin collections of vector fields.

Example 2.29. Let f: M™ — R"™ be a smooth Morin map defined on an m-dimensional Rie-
mannian manifold M, with m >n. The collection of n vector fields V(x) = {V f1(z),...,Vfa(x)}
given by the gradients of the coordinate functions of f is, clearly, a Morin collection of vector
fields whose singular points are the same as the singular points of f. That is, Ax(V) = Ax(f),
fork=1,...,n.

Example 2.30. Let a € R be a reqular value of a C? mapping f : R® - R. Suppose that
M = f71(a) and consider V = {Vi,Va} be a collection of 2 vector fields on M, given by

Vl(x) = (_facz (x)vfm (33)70)7
Va(z) (o (%), 0, fo, ().

Since a is a regular value of f, we have that V f(x) = (fu, (2), fes (), fos () 0, Yz € M. Thus,
rank(Vi(z), Va(x)) is either equal to 2 or equal to 1 . The singular points of V' are the points
x € M where rank(Vy(x), Va(x)) =1, that is,

S (V)={z e M| fo, () =0}

and V = {V1,Va} is non-degenerate if and only if rank(V f(z),V fo, (2)) =2 for each x € S (V).
In this case, X1 (V) is a submanifold of M of dimension 1. Let x € XX(V') be a singular point
of V, then the space (Vi(x),Va(x)) is spanned by the vector e; = (1,0,0) and x € Ax(V') if and
only if

rank(V f(z), Vfz, (z),e1) <3,

that is, if and only if As = fr, foizs — fos foiz. Vanishes at x. Moreover, V satisfies the condition
I, if and only if rank(V f(x),V fz,(x),VA2(z)) =3 for x € Ao(V'). In this case, A3(V) is a
submanifold of M of dimension 0. Therefore, V = {V1,Va} is a Morin collection of 2 vector
fields if and only if rank(V f(x), V fz, () = 2 on the singular set 22 (V) ={x e M | f,,(x) =0}
and det(Vf(x),V fz, (), VA2(2)) 0 on As(V)={xz e M | fz, (z)=0,A2(zx) = 0}.

Example 2.31. Let us apply Example 2.30 to the collection of 2 wvector fields V = {V1,V5}
defined on the torus T = f~1(R?), where R? is a reqular value of

fz1,m2,23) = (/22 + 23 —a)? + (21 + 22)?,
with a > R. Then, one can verify that ¥*(V) = {x € T |2, + x5 = 0}, that is,
YHV) = {(w1, 29, 73) € R? | \/22 + 23 —a)? = R?}
and rank(V f (), V fz, (x)) is equal to

0 200 (\/2d+ 23 —a) 2z3(\/zi+23-a)
rank N NG ’
1 0
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which is 2 for all x € TnXY(V). Moreover,

-4 2 2 _
Ag(x) = x3(\/ x5 + x5 a)7

2 2
T3+ a3

such that

AQ(V) = {$€T|£L'1 + X9 :0;$3 :0},
which is the set given by the points (—a - R,a + R,0), (a+ R,—a - R,0), (-a+ R,a— R,0) and
(a—R,-a+R,0). Itis not difficult to see that rank(V f(x), V fu, (), VA2(x)) = 3,Vz e TnA3(V).
Therefore, the collection V = {V1,Va} given by

(_2372(3:\/27*':3_’1) - 2(1‘1 + lZJQ),?(SCl + 1‘2),0) )
I2+I3
—2z3(v/22+22-a
(23(2+3),072(5B1 + x2)) ,
\Jw3+w?
is a Morin collection of 2 vector fields defined on the torus T which admits singular points of
type Ay and As.

Vl(z)

Va(x)

Example 2.32. Let a € R be a regular value of a C? mapping f : R® - R. Suppose that
M = f*a) and consider Wi and Wo be the orthogonal projections of ex = (0,1,0) and
es = (0,0,1) over T, M given by

_ _ vVf\ Vf.
Wl = €9 <€2a |Vf|) |Vf"
_ _ vi\ Vf
Wo = es—(es [ 2h) oo

Let W = {Wy,Wa} be the collection of 2 wvector fields defined by Wy = |Vf|?W; and
Wa = |V |2 Wa, that is,

Wy = (_famf;vzv 121 +fz237_fivzfﬂas);

Wy = (_fx1f$37_f$2f$3’fx21+f;c22)'
In this case, W1 and Wy are gradients vector fields, that is, W is a collection of 2 gradient
vector fields. It is not difficult to see that rank(W1y(x), Wa(z)) is either equal to 2 or equal
to 1, and the singular set of W is SY(W) = {x € M | fi,(x) = 0}. Let x € SY(W) be a
singular point of W, then the space (Wi(xz), Wa(x)) is spanned by the vector (0, fzs,—fzs),
such that Ao(W) = {x € M | fu, () =0, fo,2,(x) = 0}. Therefore, W = {W1,Wa} is a Morin
collection of 2 vector fields if and only if rank(V f(z), V fxz, (z)) = 2 on the singular set L1(W)
and det(V f(2),V fu, (2), V fz12, (2)) #0 on A2(W).

Example 2.33. Let us apply Example 2.32 to the collection of vector fields W = {Wy, Ws}
defined on the torus T := f~1(R?) of Example 2.31. In this situation, one can verify that X' (W)
is the same singular set as L1(V') in the Example 2.31. Moreover, rank(V f(z),V f, (z)) = 2
for every x € XY (W). However, since fi, s, (z) =2 for every x € Y (W), W does not admits
singular points of type As. That is, W is Morin collection of 2 vector fields on T which admits
only Morin singularities of type A;.

Example 2.34. Let us consider the collections V = {V1,Va} and W = {W1,Ws} from Examples
2.80 and 2.32 defined on the unit sphere M := f~'(1), where f(x1,7,23) = 23 + x5 +x35. We
know that the singular sets of V and W are the same, that is, (V) = Y (W) = {x € M |z, = 0}
and rank(V f(z),V fe, (z)) = 2 for all singular point x. However, Ao(x) = 0,Vz € X1 (V), such
that VAy = 0. On the other hand, fq ., (x) #0,Yx € SY(W), such that Ay(W) = @. Therefore,



290 C. M. RUIZ
V' is not a Morin collection and W is a Morin collection that admits only Morin singularities of
type A;.

Example 2.35. In the Evample 2.3}, if we consider f(x1,T2,13) = 23 — 2109 + x% then one
can verify that V. and W are both Morin collections of 2 wvector fields that admits only Morin
singularities of type Ai. Let us consider the case where V of Example 2.30 is defined on
M = f71(-1) and f(z1,79,23) = 23 — 1179 + 3. It is easy to see that -1 is a regular value
of f and XY (V) ={x e M|21; — 15 = 0}. That is,

SYV) = {(z1, 20, 23) € R® |23 — 2129 + 23 + 1= 0; 22, — 25 = 0}
and rank(V f(z),V fz, (z)) is equal to

rank (2x12— z2) __xll 233
which is 2, for all x € M n XY (V). Moreover, Aq(x) =223 and

Ay(V) = {(z1, 0, 23) e R®|2? — @0 + 22 +1=0;22) — 29 = 0523 = 0}
which is the set given by the points (1,2,0) and (-1,-2,0). We also have that

det(Vf(2),V fz, (), VAs(2))

is equal to
(233‘1 - .IQ) -1 2.233
det 2 -1 0 =4xq
0 0 2

which is equal to +4 for each x € Ay(V'). That is, rank(V f(x),V fz, (x), VA2(z)) = 3, for all
x e M nAy(V). Therefore, the collection V = {V1,Va} given by

‘/1(‘:6) = (I1,2$1—I2,0);

Va(z) = (-223,0,2z1 —22).

is a Morin collection of 2 vector fields defined on M which admits singular points of type A1 and
As.

3. ZEROS OF A GENERIC ONE-FORM &() ASSOCIATED TO A MORIN COLLECTION OF
ONE-FORMS

Let a = (ay,...,a,) € R" ~ {0} and let w = {w;}1<i<n be a Morin collection of n smooth one-
forms defined on an m-dimensional manifold M. In this section, we will consider the one-form

£(z) = Y a;wi(x) defined on M and we will prove some properties of the zeros of ¢ and its

i=1
restrictions to the singular sets of w. We will consider the notation (@(z)) = (w1(x),...,w,(2)).

Lemma 3.1. If p is a zero of the one-form ¢ then p e X (w) and p is a zero of §|El(w).

Proof. Suppose that £(p) = 0. So rank(wi(p),...,wn(p)) < n -1, since a # 0. However, the

collection w is non-degenerate, thus rank(ws (p), . .. ,wn(p)) = n-1. That is, p € £!(w). Moreover,

&(p) = 0 implies that T,M c ker(¢{(p)) and since T, (w) c T, M, we conclude that p is a zero

of f|21 =0. (]
@

Lemma 3.2. If pe Apy1(w), then for each k=0,...,n—2, p is a zero of QEIM( ) if and only if

p is a zero 0f§|2k( .
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Proof. Suppose that p € Ag,1(w) and that, locally, we have:
UNSF(W) ={zel|Fi(x)=...= Fppni1(z) = Ag(x) =... = Ag(x) = 0};
UNSEFY W) ={zeld|Fi(z)=...= Fppni1(2) = Do(z) = ... = Ay (2) = 0};
for an open neighborhood U of p in M. 1If p is a zero of the restriction §|Ek(w) then
&(p) € NyEF(w) = (dF1(p), . .., dFm ns1(p),dAs(p),. .., dA(p)). In particular, £(p) € Ny (w),
therefore p is a zero of §|Zk+1(w).
On the other hand, if p is a zero of ST then &(p) € N;Zk“(w) n{@(p)).
Since p € Ag+1(w), we have that p € X1 (w) \ Zgio(w), thus
dim({@(p)) N Ny 2 (w)) = k;
dim({(Q**1(p)) n Ny TF 1 (w)) = 0;
where QF*!(p) represents a smooth basis for a vector subspace complementary to
(@(p)) N N;EF(w) in (@(p)). Since dim(N; X (w)) =m-n+k, dim(N; " (w)) =m-n+k+1
and N;Ek(w) c N;Ek“(w), we have

dim((@(p)) 1 N5 (w)) = dim((@(p)) 0 Ny EH () = k.

Thus, (@(p)) N N;Ek(w) =(w(p))n N;Ek“(w). Therefore, £(p) € N;Ek(w), that is, p is a zero
of f|2k . (Il
@

Lemma 3.3. If pe A, (w) then p is a zero of the restriction S

Proof. Analogously to Lemma 3.2, we consider local equations of X" (w):
UnSM(w)={zeUd|Fi1(z)=...= Fpons1(z) =Ao(z) =... = A, (z) = 0},
with NX¥"(w) = (dFi(x),...,dFpm_ni(x),dAs(2),...,dA,(z)). Since Ap(w) = ™ (w), if
peA,(w) then
dim({@(p)) n N;Z"’l(w)) =n-1.

Thus, (&(p)) ¢ Ny¥" ' (w) and consequently, £(p) € NyX" ' (w). Therefore, p is a zero of
O

\):n—l(w)'
Remark 3.4. If p e X} (w) then rank(wi(p),...,wn(p)) =n -1 and, writing w; = (w}
we can assume that

yee o wi™),
wi(z)  wy(x) o wpg(2)

(2) M(J:) = : : : +0,

Wil (@) wiTl(z) o wpTi(e)

for all x in an open neighborhood U of p in M. In particular, if p € U is a singular point of £
then a, # 0, otherwise, we would have ay = ... = an—1 = a, = 0. We will use this fact in next
results.

n .
Lemma 3.5. Let p € ¥ (w) such that M(p) # 0. Then £(p) = 0 if and only if Y a;w! (p) =0,

i=1
foreveryj=1,...,n-1.

Proof. Tt follows easily from the definition of ¥!(w) and &. O
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Lemma 3.6. Let Z(&) be the zero set of the one-form £. Then for almost every a € R™ {6},
Z(&)n¥?*(w) = 2.

Proof. Let U be an open subset of M on which M(z) # 0 and
UNS* (W) ={zelU|F(z)=...= Fpni(z) = Ay(z) =0},
with rank(dF;(z),...,dFy_ni1(2),dAs(z)) =m —n+2, for each z € ¥?(w) nU. Let us consider
F:UxR"~ {0} - R™ the mapping defined by
n n
F(x,a) = (Fi(x),..., Fh_n+1(z), Ag(x), Z aiwil(x), e, Z aiwf_l(x)).
i=1 i=1
By Lemma 3.5, if x € £!(w) then

Y awi(z) =0 < Zaiwg(x) =0,vj=1,...,n-1.

i=1 i=1
Thus, if (z,a) € F~1(0) we have that = € Z(¢) n £?(w). Furthermore, the Jacobian matrix of F
at a point (x,a) € F~1(0):

[ dFl(x) .
dFm—’r:Hl(w) O(m—n+2)><n
dAy(x)
wi(m) wé_l(;p) wé(x)
(%) ' w1§(:13) wn71(x) wn(x)
| w?_l(l‘) W;L:}(l‘) wﬁ_l(l‘) |

has rank m + 1. That is, 0 is regular value of F' and F~*(0) is a submanifold of dimension
n—1. Let 7: F~*(0) = R" « {0} be the projection over R\ {0} given by 7(x,a) = a, by Sard’s
Theorem, a is regular value of 7 for almost every a € R" \ {0}. Therefore, 77! (a) n F~*(0) = @
for almost every a € R™ \ {0}. However, 7' (a) n F71(0) = {(z,a) eU x {a} : x € Z(£) n T?(w)}.
Thus, Z(£) n¥?(w) = & for almost every a € R™ \ {0}. O

Lemma 3.7. Let Z(QEMW)) be the zero set of the restriction of the one-form & to ¥ (w), with
k>1. Then for almost every a e R™ ~ {0}, Z(§|Zk( )) NYF2(w) = @.

Proof. For each k=1,...,n -2, let U be an open subset of M on which

UNSF(w)={zcl|F(x)=...= Fpn(z) =0},
with rank(dF;(x),...,dFy _n.(x)) =m —n+k, for all z €U n¥*(w) and
UNSF2 (W) ={z eU|Fi(z)=...= Fpnigso(z) =0},

with rank(dFy (z),...,dFpm_nikso(z)) =m —n+k+2, for all z e U n 2F*2(w).
By Szafraniec’s characterization (see [19, p. 196]) adapted to one-forms, z is a zero of the
restriction §|Ek( ) if and only if there exists (A1,..., Am_nsk) € R™™** such that

m-n+k

§(x) = Z; AjdE; ().
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Let us write £(x) = (&1(x), ..., &m(2)), where &(x) = iaiwf(x), s=1,...,m, we define
i=1

m-n+k a
Ny(x,a,) =& (x) - Z Aj
j=1

L

axs ((E),

such that §|Zk(u)(x) =0 if and ounly if Ny(x,a,A) =0, forall s=1,...,m.
Let F:U x R™\ {0} x Rm-n*k  R2m-n+k+2 he the mapping defined by

F(xaav)\) = (Fla'"7F77L—n+k+27N17'"7Nm)7

if (z,a,)\) € F~*(0) then z € Z(§,)) 0 ¥**2(w) and the Jacobian matrix of F at (z,a,\):

dF1 (.’E)
O(m—n+k+2)x(m+k)
dFm—n+k+2 (.73)
dy Ny (2,0, \)

: Ban me(m—n+k)

| 4N, (2,0, 0)

has rank 2m-n+k+1, where O(p,—n4k+2)x(m+k) 18 @ null matrix, By,x, is a matrix whose columns
vectors are given by the coefficients of the one-forms w;(z),...,w,(x) of the collection w:

() W)

and C,x(m-n+k) 18 the matrix whose columns vectors are, up to sign, the coefficients of the
derivatives dFy,...,dF,,_,+r With respect to x:

wi(z) - wy(x)
B'mxn: : .

8F1 aFm—nJrk
o5, (z) o5, (z)
me(m—n+k) =
_OR” (z) - _M(x)
0xm 0xm

Notice that, if (z,a,\) € F71(0) then z € ©**!(w) and, by Lemma 2.21,
dim((@(z)) n N} 2% (w)) = k.
Thus, dim({@(x)) + N¥*(w)) = m - 1. Therefore,
rank[ Bixn me(m—n+k) ] =m-1

and the Jacobian matrix of F at (x,a,\) has rank 2m —n+k+1. That is, F~*(0) has dimension
less or equal to n — 1. Let m : F~1(0) - R™ ~ {0} be the projection over R™ \ {0}, that is,
7(z,a,\) = a. By Sard’s Theorem, a is regular value of 7 for almost every a € R~ {0}. Therefore,
7 (a) n F71(0) = @ for almost every a € R™ \ {0}. However,

7 (a) N F7H(0) = {(z,a,\) e U x {a} x R™""*F |z ¢ Z(sz(w)) n2F2 (W)},

Thus, Z(§_, )N ¥#+2(w) = @ for almost every a € R \ {0}. O

k(w)
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4. NON-DEGENERATE ZEROS OF A GENERIC ONE-FORM (2) ASSOCIATED TO A MORIN
COLLECTION OF ONE-FORMS

In this section we will verify that, generically, the one-form £(x) and its restrictions §|Zk( .
§ A admit only non-degenerate zeros. Furthermore, we will see how these non-degenerate
zeros can be related. Then, we end the paper with our main result (Theorem 4.13).

We start with some technical lemmas.

Lemma 4.1. Let A be a square matriz of order m given by:

a1 A1m
A _ a.21 e az'm
Gm1 o Omm

If there exist (A1,..., Am) € R™ {0} such that Z Ajai;=0,i=1,...,m, then
j=1

Ajcof(ak) — Apcof(a;;) =0, Vi, k=1,...,m.

Lemma 4.2. Let us consider the matrix

wi(@) - wpg(z)  wh(x)
M;(x) =
Wit (z) - wnti(e) wp N (a)
| wi(z) - wi(2) wn(2) |

If x is a zero of £ then for € {1,...,.n—1}, je{l,...,n-1,i} and i€ {n,...,m}, we have
an cof(wZ,Mi) =aqy cof(wf”Mi).

Proof. This result is a consequence of Lemma 4.1 applied to the matrix A = M;(x), where
agj :wf(o:), forj=1,...,nand £=1,...,n-1,i. It is enough to take (A1,...,A\,) = (a1,...,a,).
O

Lemma 4.3. Let U c R™ be an open set and let H : U x R™ \ {6} - R™ be a smooth mapping
given by H(z,a) = (h1(z,a),...,hn(x,a)). If
rank(dhy (z,a),...,dhy(z,a)) =m, ¥ (z,a) € H(0)
then rank(d hi(x,a),...,dghm(z,a)) =m for almost every a e R™ ~ {0}.
In the previous section we proved that every zero of & belongs to X! (w). Next, we will show

that, generically, such zeros belong to A;(w) and they are non-degenerate. To do that, we must
find explicit equations that define the manifolds 7* M™" ! and ¥*(w) locally.

Lemma 4.4. Let (p,p) € T*M™" L, it is possible to exhibit, explicitly, functions
m;(x,p) : U->R, i=n,...,m, defined on an open neighborhood u of (p,p) in T*M™, such
that, locally

T*M™" " ={(z,¢) eU | my =...=mpy, =0}

with rank (dmny,, . .., dm,,) =m -n+1, for all (z,p) e T*M™" ' nld.
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Proof. Let (p,p) e T*M™" 1 we may assume that

©1 Y3 Py
m(yp) = 51 31 51 #0
O N 2

295

for (x,p) in an open neighborhood U of (p, @) in T*M™. In this situation, T*M™" ! can be

locally defined as

Mt = {(J;,gp) eU|my=...=m,-= O}7
where m; := m;(p) is the determinant
YT 93 P P
m; = - - ;o ol i=n,..m.
i) R R R ot S
1Py P ¥
Let us verify that rank (dm,,...,dm,,) =m-n+1in (T*M™" ') nU.
For clearer notations, consider I = {1,...,n} and I; = {1,...,n—1,i} for each i € {n,...
Then
(3) dm;(p) = Y, cof(pf, m;)dyt,

gel Lel,

where cof (<p§, m;) is the cofactor of cp? in the matrix

T S IRk
N s S
e " S R

and

¥/ ¥ ¢ ¥ ¥ ¥
gt |0 0% Opy Op  Opy O
TN 0l T 0T 09l BT T 0L D

is the vector whose coordinate at the position (j — 1)m + £ is equal to 1 and all the others are

zero. In particular, since i € {n,...,m},

dgi = (0,...,0,0,...,1,...,0) € (R™)* x...x (R™)*

m-n+1 n times

and the m —n + 1 last coordinates of d<p§ are zero for all j #n or £ # . Moreover,

cof (¢!, m;) = m(p) #0, for i=n,...,m.

Thus,
O(my,...,mpy) cof(gp?,mn) 0
App,..om) 0 cof (o™, ) '
That is, for all (z,¢) € (T*M™" ') N, we have
. o) oen]
(h,- -5 0) 0 - 1

Therefore, rank(my,, ..., m,,) =m —-n +1 for all (z,p) € (T*M™" 1) nl.
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Lemma 4.5. Let p e X} (w) be a singular point of w, it is possible to exhibit, explicitly, functions
M;(z):U >R, i=mn,...,m, defined on an open neighborhood U of p in M, such that, locally

UNTHw)={zeld | M, (z)=...=M,,(z) =0}
with rank (dM,,(z),...,dM,,(z)) =m-n+1, for all v € 2 (w) nU.

Proof. Let w = {w; }1<i<n be a Morin collection of one-forms and let p € £!(w). By Remark 3.4,
we can consider U an open neighborhood of p in M, where M(z) # 0. Thus, in this neighborhood
the set ©!(w) can be defined as

UnX(w)={zeUd | M, =...=M,, =0},
where M; := M, () is the determinant

wi(@)  wi(@) o wpa(z) w(@)
(5) M, (z) =
wi™(z) wil(z) o wpti(z) wpl(2)
wi(z)  wi(z) o wa(z)  wy(z)
fori=n,...,m.

Let G(w) = {(z,w1(x),...,ws(z)) | * € M} be the graph of the collection w. For each
r € ¥ (w) nU, we have that G(w) h T*M™" ! at (x,w(z)). Then, the equations that define
G(w) and T* M™" ! locally are independent at (z,w(x)). By similar arguments to that used in
the proof of Lemma 4.4, it follows that the functions M,,(x),..., M,,(z) are independent at x,
that is, for all z € X' (w) nU, rank (dM,,(z), . ..,dM,,(z)) =m -n + 1. O

n

Lemma 4.6. For almost every a € R™ \ {0}, the one-form &(z) = Y aw;(x) admits only non-
i=1

degenerate zeros. Moreover, such zeros belong to A;(w).

Proof. Suppose that p € M is a zero of £&. Then, by Lemmas 3.1 and 3.6, for almost every
a € R"\ {0} we have that p e X' (w) \ ¥?(w), that is, p € A;(w). Assume that M(z) # 0 in an
open neighborhood U of p in M (see Remark 3.4) such that

UnS (W) ={z el :M,(z)=...=M,(z) =0}.
Let us write N
&(x) =) awi(z),s=1,....m
i=1
and let us consider the mapping F : U x R™ x {0} - R™ defined by
F(z,a) = (M, (z),...,M,,(x),&(2),...,&-1(x)).

Its Jacobian matrix at a point (z,a) is given by:

[ d,.M,,(z) : 1
dme(x)
JaCF(;ma): ......... P e e e e e e
La@) W@ el el
| d6i(2) el (@) (@) Wil |
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Notice that, by Lemma 3.5, F~*(0) corresponds to the zeros of £ on ¥ (w)niU. Since M(z) # 0
and rank(dM,(z),...,dM,,(z)) =m -n+1 for all z € ¥!(w) nU, then rank(Jac F(z,a)) = m
for all (z,a) € F~1(0). Thus, dim F~1(0) = n.
Let m: F71(0) - R™ \ {0} be the projection 7(z,a) = a, by Sard’s Theorem, almost every
a e R™ ~ {0} is a regular value of 7 and dim(7~'(a) n F~*(0)) = 0. That is, for almost every a,
the zeros of ¢ are isolated in ¥!(w). Let us proof that, moreover, these zeros are non-degenerate.
Since rank(Jac F(x,a)) = m, for all (z,a) € F~1(0), then by Lemma 4.3 we have that

rank(den(p)a oy g My, (p)v dz&1 (p)v R dxfnfl(p)) =m,
which happens if and only if rank(B) = m, where B is the matrix

_ dw&n—l(p)
Pl and M, (p)
andsz(p)
whose row vectors we will denote by R;,i=1,...,m (by Remark 3.4, a,, #0).

Let us denote I ={1,...,n} and I; = {1,...,n—1,i} for each i € {n,...,m}. By Equation (5),
we can write 4 4
dM;(z) = > cof(w)(z), M;)dw,(x)
lel jel;
and by Lemma 4.2,
dM;(p) = ), — cof(w}(p), M;)dw;(p).
tel jeI; On
Thus,

ansz(p) z Gy COf(ng(p)aMl)dWZ(p)

lel,jel;

= Z cof (w? (p), My) [Z azdwi (P)]

jel; Lel

= > cof (w) (p), M;) [d.€;(p)]

jEIi
= cof (Wi (p), Mi) [do&i()] + 3 cof (W), (p), M) [du ()].
jelin{i}
Notice that, cof(w! (p), M;) = M(p) # 0, for all i = n,...,m. Then, for each i = n,...,m, we
replace the i*" row R; of matrix B by
: S col(wi (p), M)

—— | Ri — ) cof(w)(p), M;)R;

cof (wj, (p), M) j=1 ’
such that we obtain the matrix of maximal rank:

€ (p)

dwﬁnﬁ(p)
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Therefore, the zeros of £(x) are non-degenerate. O

Lemma 4.7. For almost every a € R™ \ {6}, the one-form §|Ak(w) admits only non-degenerate
zeros, k > 2.

Proof. Suppose that &, (p) = 0. By Proposition 2.23 (a) and Lemma 4.5, we can consider

U an open neighborhood of p in M where M(z) # 0 and on which the respective singular sets
(k=2,...,n) can be locally defined as

UNSF(w)={zeld :M,(z)=...= M, (z) = Ay(z) = ... = Ap(x) = 0},
with rank(dM,,, ...,dM,,,dAs,...,dAy) =m-n+k, Yz e 2F(w) nU.
Analogously to the proof of Lemma 3.7, by Szafraniec’s characterization (see [19, p. 196]),

x is a zero of the restriction §|Ek(w) if and only if there exists (An, ..., Am, B2, .., Bk) € RM*k
such that

m k

&(x) = Z AjdM;(z) + Z BedAy(x).

j=n (=2

Let us consider the functions

N, (z,a,\, B) = &(z) - i | M

j

i 0x

and let G :U N {Ags1 = 0} x R™ \ {0} x Rk o R2m-n+k he the mapping given by
G(x,a,)\,ﬁ) = (Mna"'vaaAQa'"7Ak7N1a"'7Nm)'

Analogously to the proof of Lemma 4.6, if (z,a,\,3) € G71(0) then z € Agx(w) N Z(f‘zk(w)).
On the other hand, if z € Ay (w) then

dim((@(z)) " N2 (w)) =k -1

and dim({@(z)) n N2¥*¥(w)) = k - 1, such that dim({@(x)) + N;¥*(w)) = m. This implies that
the Jacobian matrix of G' has maximal rank at every (z,a,\, ) € G™'(0). Thus dim G*(0) = n.
Let 7 : G™1(0) - R" ~ {0} be the projection m(z,a,\,3) = a, then for almost every

a € R" ~ {0}, dim(7~1(a) n G™1(0)) = 0 and 77 '(a) 4 G~*(0). Therefore, the zeros of S
([

are non-degenerate.

k
ORI Y

—2 Oz,

(), s=1,...,m,

Lemma 4.8. For almost every a € R™ ~ {0}, the one-form E‘Al(w) admits only non-degenerate
2€r0s.

Proof. This proof follows analogously the proof of Lemma 4.7. O

By Lemma 3.2, if p € Ag1(w), then p is a zero of £|):k+l( ) if and only if p is a zero of §|zk( .
The next results state that this relation also holds for non-degenerate zeros.

Lemma 4.9. Let p e A;(w) be a zero of §|_,
only if p is a non-degenerate zero of €.

if and

then p is a non-degenerate zero of 5‘21( )

()’
Proof. Let p € A1(w) be a zero of the restriction 5‘21@) and let U be an open neighborhood of
pin M at which M(z) #0, Vo ed and U n Xt (w) = {z et : M, (z) = ... = M,,,(z) = 0}. By
Szafraniec’s characterization ([19, p. 196]), 3/(An, ..., Am) € R™ ™! such that

§(p) + i AidM; (p) = 0.

=N
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Furthermore, p is a non-degenerate zero of §|21(w) if and only if the matrix

[ - 0M,, oM,,, ]

L o (p) o5, (p)

Jac (§ + Z )\idMi) (p) :
o OM,, OM,,
[z 9om
O)
d,M,,(p)
O(m—n+1)

d: M, (p) |

is non-singular. Since £(p) = 0, then p € £ (w) N and Y7, \;}dM;(p) = 0. Thus,

and writing € = (§1,...,&n) we have that the Matrix (6) is non-singular if and only if the matrix

[ d.a) aa%(p) 8;;1 ;"(p)-
L) G 0) )
(M
and M, (p) :
O(m-n+1)
| and: M, (p) ¢ |

is non-singular (by Remark 3.4, a,, # 0). Moreover, by Equation (5) and Lemma 4.2, we can
write

andale(p) =anp Z COf(wi(p)le)dwﬁ(p)
lel jel;

= Z ap cof(LUfL(p), Mi)dwﬁ (p)
Lel jel;

= 3" cof(wi (p), M;) [Zazdwi (p)]

jel; el

=> cof (w! (p), M;) [d.&;(p)]-

jel;
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Let us denote the m first row vectors of Matrix (7) by L;,j =1,...,m, and let us denote the
m —n+ 1 last row vectors of Matrix (7) by R;,i=n,...,m:

oM, oM,
Lj = (dxé-](p)vax(p)av 6]) (p))7
J J

oM; oM; .
Ri = (anaixl(p),...,an%(p)ﬁ).
Then, replacing each row vector R;, i =n,...,m, by R; =Y.y, cof (wi,, M;)L;, we obtain

oM,

; oM, :
R;=1|0,... 0,—Zcof(wfl,Mi) ,...,—zcof(wfl,Mi)i
—_——— jel; 81'] jel; aIJ
m times

and the Matrix (7) becomes:

i oM, oM, ]
dola(p) i (» - (p)
81‘1 8.131
' OM,, OM,y,

dz&m :

@®) 2&m (P) or (p) oz (p)
O(nL—nJrl)xm, : M,(m—n+1)
where Mzm_ml) = —( mi; )nq ., 1s the matrix given by
oM, .

(9) mij = Zcof(wﬁ,Mi)aT;,z,]:n,...,m.

kel;
Next, we will verify that the matrix M’ is non-singular. Since p € A;(w), then
dim((w(p)) N Ny = (w)) =0

and dim((@(p)) ® N; X' (w)) = m. Since M(p) # 0, {w1(p), ..., wn-1(p)} is a basis of the space
(0(p)) and, consequently, the matrix

wi(p) - wPHp) W) - wi(p)
o W) W) W) o W)
‘%@) —Sj“ ) %lf ) %ﬂj@)
_a;fj@) gi‘fj@) 8;‘fj(p> ?‘f—:@)_
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has maximal rank. Let us denote the row vectors of Matrix (10) by L},j =1,...,m. Then, for

j=1,...,n~1, we replace L) by
n—1 . n-1 . n-1 .

(11) > cof (wi, M)Lj, = (Z cof (wi, M)wy, ..., > Cof(w;,M)wL”).
k=1 k=1 k=1

It is not difficult to verify that

n-1 ) M, l= 73
3 cof(w], M)wg =1 0 4 (=1,...,n-1and ¢+ j;
k=1 —cof(w),,My), L=mn,...,m.
Thus, Matrix (10) becomes
[ M - 0 i —cof(wl,M,) - —cof(wl, M) ]
6 M —cof(wﬁ"l7 M,) - —Cof(w,’;‘.’l, M,,)
(12) oM, oM, oM, oM,
Oxq 0xp_y oz, 0T,
oM,,  OM,, oM, ' OM,,
| 8(51 8xn_1 ’ al‘p 8£Cm )

that still has maximal rank. Now, let us denote the first n -1 row vectors of Matrix (12) by L7,

for j=1,...,n—1, and let us consider the following expression for j =n,...,m,
ML/ - nf M, 1
’ =1 Owg
(M OM; OM;  OM;
N dz1 T Oxp1 Oxn Oxm
™ . M, =1 oM, n-1 9M .
+ 7Ma J . ..,-M OM; , Z OM; cof(wfb,Mn),..., Z OM; cof(wZ,Mm)
ox1 0Tn-1 fy Ok i1 Oz
n-1 9M . ™M . n=1 9M. . ™ ;
:(o,...,o, > oM, cof(wii,Mn)JrMa SRS oM, cof(wg,Mm)JrMa J).
i1 Oz Oxn i1 Oz OTm
Notice that M = cof (w!,, M), for i =n,...,m. Then the expression
=l OM
13 ML/ - 1Ly
( ) J ];1 axk k

is equal to

(O,...,O, > E?an cof(Wk, M), ..., > oM, cof(wfl,Mm)).

kel, 9%k kel, 9Tk
Thus, by Equation (9), we obtain

nl oM,
;- 5 OV

2 B Ly =(0,...,0,mp .. Mp;)-
=1
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In this way, we replace the row L} in Matrix (12) by (13) for j = n,...,m, and the matrix
obtained

(M - 0 i -cof(w},M,) —cof(wl, M,,) 1]
0 - M:-cof(wM,) - —cof(w? ! M,,)
O(n—l) : (—M/)t

also is non-singular. Then, since M # 0, we have that det M’ # 0. Thus, we can conclude that
Matrix (7) is non-singular if and only if Matrix (8) is non-singular, which occurs if and only if

dxgl (p)
det : +0.
dz&m (p)
In other words, p will be a non-degenerate zero of §|Zl(w) if and only if p is a non-degenerate zero
of €. O

Lemma 4.10. Let p € Ag1(w) be a zero of §|Ek+l( . Then, for almost every a € R™ ~ {0}, p is
a non-degenerate zero of E‘Zkﬂ( ) if and only if p is a non-degenerate zero of E‘Ek( -

Proof. Let p € Api1(w) be a zero of QZRHW and let U be an open neighborhood of p in
M at which M(x) # 0, Vo € U and the singular sets ¥¥(w) (k = 2,...,n) are defined by
UnSFw) ={z el : M,(z) =... = M(x) = Ag(z) = ... = Ap(z) = 0}. By Szafraniec’s
characterization ([19, p. 196]), p is a zero of the restriction §yier,, I and only if there exists a
unique ()\na B '7)"”“62’ s 7/Bk+1) € Rm—n+k+1 such that

m k+1
(15) £0) + 3 MM () + Y Bd(p) 0.

Since p is a zero of §|Zk( ) we have Bgx+1 = 0. Moreover, also by Szafraniec’s characterization, for
{=Fk k+1, pis a non-degenerate zero of §|E twy if and only if the determinant of the following
matrix does not vanish at p:

COM,  OM,, 9Ms A, T
T Oz Ox1 Oz Ox1

m k
Jacy (g + > NdM + Y /3jdAj) :

i=n =2
 OMy M 9Ax 94
’ Orm 0T OTm Oxm
(16) Jo = P
d:My, :
dzMm :
dz Do : O(m-n+0)
daly

Thus, to prove the lemma it is enough to show that the Matrix Ji,1 is non-singular at p if and
only if the Matrix Ji is non-singular at p.
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Notice that the Jacobian matrix with respect to x

(17) Jac, (§+Z/\dM +Zﬂ]dA )

Jj=2
is a submatrix of both Matrices Ji,1 and Ji, and recall that, for = in an open neighborhood
of p, Agy1 = det(dMy,, ..., dM,,,dAg, ..., dA,Q1,...,Qp_k), where {Q1(z),...,Qp-r(x)} is a
basis of a vector subspace complementary to (@(z))n N:¥* 1 (w) in (@(z)). That is,
(@(@)) = (Q(2),.... k(@) @ (@(2)) n N7EF (w)).

Since, for almost every a, €., (») # 0 then £(p) € (@(p)) » N; ¥ (w) and there exists

(it oo i) € R {0} such that £5) = 3 () + 9(p), for some () & NSH1(w),
i=1
where p(p) = Z NidM, (p) + kzlﬁjdA i(p). Then, equation (15) can be written as:
nikn m " B k-1 -
(18) ; 182 (p) + l; (Ai + Ai)dM;(p) + JZ; (Bj + B;)dA;(p) + BrdAx(p) = 0.
Let us consider the mapping
H(z) = Z (1% () + Z (N + X)dM;(z) + jz: (Bj +B;)dA; () + BrdAy(x),

defined on U. The Jacobian matrix of H(x) is given by:

oM, 0A
S w0+ 3 e A Yo ot + 2 (8 +5J)dz + Brdo gt
=1 i=n
(19)
A,
S i+ 0 O X 2 Z (55 + B)da o
i=1 i=n a Tm j=2 Ox Tm

To apply Lemma 4.1, fix the notation: A4;(z) = (a1;(z),..., am(as))7 where

) Q(x),  i=1,...,n-k;
Ai(2) '_{dMi(x), i=n,...,m;

An—k-%—j—l(x) = dAJ(x)7 .] = 27 e 7ka

) M i1=1,...,n—k; (we can suppose oy % 0, since £(p) # p(p))
@i= N+ X)), i=mn,...,m;

Ap—k+j-1 = (/6] +ﬁ~j)a j: 27 .. '7k; (Bk = O)

In this way, equation (18) can be written as »_ a;4;(p) = 0 which implies that
i=1

> iaji(p)=0,¥j=1,....m
=1

We also have that

Ak+1 = det (An> . ')Am7An—k+1a . '7An—17A17 . 'aATL—k)
= (—1)5 det (Al, .. 714»,,1)
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where ¢ is either equal to zero or equal to 1, depending on the number of required permutations
between the columns of the matrix A to obtain Ag,1. Thus, by Lemma 4.1,

m

al(—l)EdAk+1 oz1:¢0 (&3] Z cof(aij)daij

ij=1

( aq cof (a1 )dagy + Z aj cof(azl)dam)

MS

(20) =1
= Z cof(aﬂ) [Z ozjdaij]
i=1 j=1
= Z cof(ail)[,i
i=1
where £;,i = 1,...,m, denote the rows of the Jacobian matrix (19) at p. If we denote by
L;,i=1,...,m, the row vectors of Jacobian matrix (17) at p, then we can verify that
(21) Yocof(an)Li=). cof(ai1)L;
i=1 i=1
Let us denote the first m row vectors of Matrix Jy41 in (16) by L;,i =1,...,m, and its last

row vector by La,.,. By equations (20) at p and (21), if we replace La,,, by

m
(22) (—1)8041LA]H1 — ZCOf(ail)Li7
i=1
we obtain
. oM, OM;, 0A; 0A . 8Ak+1 1
" 0x1 Ox1 Ox1 Ox1 =~ Oz
Jac (f + Z )\isz‘ + Z BJdAJ)
i=n j=2
. OM,, oM, 9As O0AE . OApi+q
" Ozm O0Lm Oxm  OTm ~ OTm
(23) dz My, : : 0
deMpm : :0
deAg O(m—n+k) 0
0 : 0 Py

Let us show that 411 (p) # 0. We have

0A
Vhe1 = —Zcof an) ad

= —det(dAk+1,A2, .. ,Am)

= —det(dAps1, o, ., Vg, dAs, ... dA, dM,,, ..., dM,,).

Suppose that 541 = 0. Since each one of the sets {Q2(p),...,Qn-r(p)} and
{dAkJrl(p)v dAQ(p)a ceey dAk(p)v dMn(p)v sy de(p)}
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consist of linearly independent vectors, there exists j € {2,...,n—k} such that Q;(p) € N;Zk*l(w).
Suppose that j =n —k, that is,
Qni(p) € NIEF (W) = (dM,,, ..., dM,, dAs, ... dAy, dAg).

Since §|_, ., (p) = 0, we have {(p) € N;Zk”(w). Then,

n—-k m k-1
=1

i=n j=2
eNzZR (w)
n—k-1 n-k bl
= Z NzQz = Z ,UzQz —,un,kﬂn,k € N;E * (w)
i=1 i=1

n—-k-1
Thus, Z ;€ and piy,— 182, are linearly independent vectors in the vector subspace
i=1

(.., Quok) N NFEM (W),
which implies that
dim ((Ql(p)7 e Qi (p)) 0 N;Z’”l(w)) > 2,
Consequently, since (@) = (Q1,...,Qp-i) ® ((w) n N;Zk‘l(w)) we have that
dim ((@(p)) "N E* N (w)) 22+ (k-1) =k +1,

which means that p € ¥¥*2(w). But this contradicts the hypothesis that p € Aj,1(w), since as
we know YF*2(w) = ¥ (w) \ Apyq (w). Therefore vy, (p) # 0, and we conclude that the Matrix
Jk+1 is non-singular at p if and only if the Matrix (23) is non-singular at p, which occurs if and
only if the Matrix Jj is non-singular at the point p.

O

Lemma 4.11. For almost every a € R™ ~ {0}, if p € A, (w) then p is a non-degenerate zero of

f\zn—l(u)'

Proof. We know that if p € A, (w) then §|En71(w)(p) = 0. By Szafraniec’s characterization |20,

p.149-151], p is a non-degenerate zero of 3 ) if and only if the following conditions hold:

n-1(y

(i) A(p) =det(dM,, ...,dM,,,dAs, ..., dA,_1,€)(p) = 0;

(i1) det(dM,,...,dM,.,dAs, ... dAn1,dA)(p) #0.
Condition (i) is clearly satisfied, since §|_
holds.

For each z € ¥""!(w) in an open neighborhood U of p in M, let {Q’(z)} be a smooth basis

for a vector subspace complementary to (@(x)) N NX""2(w) in the vector space (@(z)). Since
&(x) € (w(x)), we have

(p) = 0. Let us verify that condition (i¢) also

n=1(y)

§(x) = M@)9¥ (2) + ¢(2),
where A\(z) € R and ¢(z) € (@(z)) n N3 ¥ 2(w), Vo e n "1 (w).
In particular, if z € A,(w), we know that, for almost every a € R™ \ {0}, §lpn-zcn) (z) # 0 and,
consequently, £(z) ¢ NX¥"2(w). Thus A(p) # 0. For all z €4 n ¥""(w), we obtain
A(z) = det(dM,,,...,dM,,,dAs, ..., dA,_1, Q" + ¢)(x)
= A(z)det(dM,, ...,dM,,,dDs, ..., dA,_1, ) (z)
= M) An(2),
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with A, (p) =0 and A(p) # 0. Then, we have
(dMﬂ(p)’ R de(p)v dA?(p)’ R dA"—l(p)v dA(p))
= (dMn(p)v ceey de(p)a dAQ(p)v [REN] dAnfl(p)vd(AAn)(p»

(see Lemma A.1). However, d(AA,)(x) = dA(z)A, () + M(z)dA,(x), A, (p) =0 and A(p) #0.
Thus,

(dML,(p), ..., dMy (p), dAs(p), . .., dAn1(p), dA(p))

= (dMn(p)7 s ?de(p)adA2(p)7 s 7dAn—l(p)7 dAn(p)>
Therefore, det(dM,,(p), ..., dMy, (p), dA2(p),...,dAn_1(p),dA(p)) 0. O

Lemma 4.12. For almost every a € R™ {f)}, the one-form f‘zk( ) admits only non-degenerate
zeros, k> 1.

Proof. Suppose that §|Zk(w) (p) = 0. Then, for almost every a € R™ \ {0}, p € Ap(w) U Ag1(w)
since Z(§|Zk(w)) N YF*2(w) = @ by Lemma 3.7 and ¥ (w) = Ay (w) U Agr (w) U TF2(w).

If p e Ag(w) then §‘Ak(w)(p) = 0. Since flAk@) admits only non-degenerate zeros and
Ap(w) c ZF(w) is an open subset, we conclude that p is a non-degenerate zero of §|Ek(w).

If pe Agy1(w) and k <n—1 then E‘E,m(w) (p) = 0. In particular, since Ay, (w) c B (w) is an
open subset then §|Ak+1(w)(p) =0. By Lemmas 4.8 and 4.7, §|Ak+1(w) admits only non-degenerate

zeros, and since Ay, (w) is an open set of X¥*1(w), we conclude that p is a non-degenerate zero
of QEkH( - Therefore, by Lemma 4.10, p is non-degenerate zero of §|Ek( - Finally, if pe A, (w),

by Lemma 4.11, p is a non-degenerate zero of §|Zn71(w).
O

Theorem 4.13. Let w = {w;}1<i<n be a Morin collection of smooth one-forms defined on an
m-dimensional compact manifold M. Then,

X(M) = kix(Ak(w)) mod 2.

Proof. Let us denote by Z () the set of zeros of a one-form ¢ and let us denote by #Z () the
number of elements of this set, whenever Z () is finite. Let

am=i%wu>

be a one-form with a = (a1,...,a,) € R" \ {0} satisfying the generic conditions of the previous
lemmas of Sections 3 and 4.

Since M is compact and the submanifolds ¥*(w) are closed in M, by the Poincaré-Hopf
Theorem for one-forms we obtain

o \(M)=#Z(£) mod 2;
o X(Ap(w)) = x(ZF(w)) = #Z(f‘zk(w)) mod 2, for k=1,...,n-1;
o X(An(w)) = x(E"(w)) = #Z(§jn ,,,) mod 2.
By Lemma 3.1, if p € Z(¢) then p € ¥ (w) and §|21(w)(p) = 0. Moreover, by Lemma 3.6,
Z(§)n¥?(w) =@. Thus pe A;(w). On the other hand, Lemma 3.2 shows that if
pE Z(Slzl(w)) n Al(w),

then p is also a zero of the one-form £. Thus,

#Z(8) =#Z(§),,

" Ai(w)) mod 2.
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By Lemma 3.7, if p € Z(§|Z
k=1,...,n-1, we have
#2 (&g )) B #Z g, NARW)) + #Z(, ) N Arsa(w)) mod 2.

By Lemma 3.2, we also have

#2 (&g, N AR (W) = # 2§ ) N A1 (W)

) then p ¢ ¥**2(w). Thus, p € Ap(w) U Apy1(w) and, for

k(w)

and by Lemma 3.3,
$A,(@) = #2(8,, L, 0 An(@)).
Then,
e X(M)=#2(g,,_ nAi(w)) mod2;
e Fork=1,...,n-1,
X(Ar(W)) = #2(&, ) N AR(W)) + #Z(E 4, N Ak (W) mod 2;

o XA (@) = #2800 An()).

Therefore,

XA+ SAR@) = 22, 0 0)

o BBL(,, 0 Aw)) + ..
+ 2#Z2(§,, N An-1(w))

o 22, N Au(w)) mod?2
= 0 mod 2.

O

As for the definition of Morin collection of n one-forms, the results presented in Sections 3
and 4 of this paper also can be naturally adapted to the context of collections of n vector fields.
In particular, the main theorems that have been used, as the Poincaré-Hopf Theorem and the
Szafraniec’s characterizations, have their respective versions for vector fields.

Finally, we end the paper with a very simple example. Let us verify that Theorem 4.13
indeed holds for the Morin collection of 2 vector fields V' = {V;,V5} presented in the Example
2.31. To do that, it is enough to see that the torus T is a compact manifold with x(7T) = 0.
Moreover, A;(V) =X (V) is given by two circles in R® and A5(V') consists of four points, such
that x(A1(V)) =0 and x(A2(V)) = 4. Therefore,

X(T) = x(A1(V)) + x(A2(V)) mod 2.
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APPENDIX
A. PROOF OF PREPOSITION 2.23

Proof of Proposition 2.23, part (a). Firstly, let us show that if z € U n X*1(w) such that
OF1(z) e N M", then the following conditions are equivalent:

(D) rank (dFy(Z),...,dFm-r(Z),dAL(Z)) =m -1+ 1,
(1) Q1§ Ny M7 in TZ, M7 at .

Let Q*1(Z) e x V. By the proof of Lemma 2.17, Ng-i M" can be locally given by indepen-
dent equations as follows

N&oaM" = {(z,9) eUxV | Fy=...= Fp_p = A=0},
where A(z, ) = det(dFy(x),...,dFn_(x),01,...,p:)and ¥V c R™" is an open set. Let
G = {(z,n(2),..., %)) | zreUn " (W)}

be the restriction of the graph of (1(z),...,2.(z)) to U N T* 1 (w), G(Q*1) can be locally
given by
G(QF1) = {(33,‘4,0) eT"M" | Fi(z)=...= Fp_r(2) =0;
Q(z)-¢l=0,i=1,...,rand j=1,...,m},
where T*M" denotes the r-cotangent bundle of M, Q;(z) = (Q}(z),...,Q"(z)) and
0i=(pt,..., ™) for i =1,...,7. In particular, the local equations of G(Q*7!) are clearly inde-
pendent and dim G(QF1) = r. Let (,¢) be local coordinates in T*M", with = (z1,...,%m)
and
(p: (@%7"'7()0?"780%7"'7@?7"'7@}‘7"'7@?‘”)7

let us consider the derivatives of the local equations of Ng,_, M" and G(2%71) with respect to
(z,). We will denote the derivative with respect to « by d, and the derivative with respect to
¢ by d,, then we have

(24) d(Q(z) - 1) = (o9 (z) ,~dyl),

fori=1,...,rand j=1,...,m, where dwwg =(0,...,0,1,0,...,0) is the vector whose m(i—1)+;"
entry is equal to 1 and the others are zero. By Lagrange’s rules the determinant

Az, p) =det(dFy(x),...,dFpn—r(2), 01, .., 0r)
can be written as

Az, ) =Y. Fr(z)Ni(9)
T
for I ={iy,...,i,} c{1,...,m}, where
<p§1 <pf}
(25) Ni()=| = = &
G

is the minor obtained from the matrix
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taking the lines i4,...,%,, and
8F1 aFm—r
8xk1 (J") ° axkl (./E)
(26) Fr(z)=4% : :
8F1 aFm—r
rr (z) ... 7830#;,,”7,. (z)
dF,,—-(x)) removing the lines

is, up to sign, the minor obtained from the matrix (dFy(x)
km-r} ={1,...,m} \ I. Therefore,

ZI:NI((P)da:FI(m) 5 ZI:FI(J;)

M at the point e U n £*"}(w) if and only if
S Q0 (x)).

i, that is, {k1,...,

dA(z,¢) = ( deN1(p) ).

iy,

Notice that Q1 4 N3, M" in T, ,
GO h Niya M™ in Th  M™ at (2,04 (x)

Let 71 be the projection of the cotangent space of T*M" over the cotangent space of

mi Ton(TMT)  — T o (The MT)
('(/)(J}) 3017"'5907‘) — (Tr(w(l‘)) ¢1a'-'7<)07’)

where 7 denotes the restriction to T, X% (w), that is, (¢ (z)) = (), 1wy By Equation (24)
m (AR (2) = ¢])) = (7(da ] (2)) , ~dyp]).

m. We also have that

T M":

Nk-1

rand j=1,...,
@G = (7S NHLFD) < T E M) ).
Q,(x)) such that

fori=1,...,

M" at (z,Q(x),...,

Then G(Qk 1)r{1 Ek 1M ln T;k 1
(2, (z),..., % (x)) € Nt M"
if and only if the matrix
[ 7T(daEQ%(x)) ]
(.07 (2)) Ly
27) 7(d Q7 (2))
A(EN @) ¢ D F@aN)
| T T |

has maximal rank at z. By the expression of N;(¢) in (25), we have
(28) dNi(p) = Y cof (@] )dype],

2,]
fori=1,...,7r, jel and cof(goz) denoting the cofactor of cpg in the matrix
gozf cogh

ir i
301 e QOTT
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m!

Let d = Cppp = we will denote by I4,...,I; the subsets of {1,...,m} containing

ri(m-r)
exactly r elements. By equation (28),

d T . .
ZI:FI(w)dWNz(w) = ;Fu(fﬂ) (Z > cof(@i)dwsoi)

i=1jel,
and,
d r . .
Y Fn (@) Y Y cof(w])dyw)
£=1 i=1jel,
= Fr, (z) ( Z cof(cp{)dwgpg) +...+ Fr,(x) ( Z cof(cpg)dwgog)]
i=1 | jelp jelg
3|2 Ao )eottetriet eoo | 8 Fito)eotemiager
1=1 L \I:1el I:mel
=) Z( D Ff(x))cof(wf)dwfl-
i=1 [ j=1 \I:jel
Thus, fori=1,...,7and j=1,...,m, we can write
(29) > Fi(2)deNi(p) = Y. 8 (2, 9)dp e,
1 .
where

Bl (x,p) = ( > E(sv))cof(so{).

I:jel
We will denote the rows of the Matrix (27) by Rg = (ﬂ(deZ(az)) ,—dwgog), fori=1,...,r and
j=1,...,m, and we denote the last row of the Matrix (27) by Ra. Replacing the row Ra by

Ra+ Y 6] (x, )R]
i

fori=1,...,7rand j=1,...,m, we obtain a new matrix
m(ds Q1 ()
: : —Id,
(30) m(d. " (2))
R\ : R}

which has rank equal to the rank of the Matrix (27), where
; i\ (29) =
RX =) Fr(z)dyNi(p) + ), B8] (z,¢)(=dypy]) "= 0
I 2%}

and

Ry =m (ZI: Nl(sﬂ)szI(fC)) + 28] (2, 0)m (4,9 (2))

,J

=7 (; Ni(¢)doFr(x) + 3, 8] (x, go)dxﬂz(m)) .

,J
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Notice that for each € U n 2*"1(w), we have QZ(a‘:) = ng In this case, Equation (29) implies
that

561,00 (@) = T 52,0 ()40 () = T Fr(2)da N (27 2).
Thus, at z
R\=m (Z NI(Qk_l(;f))deI(i:) + ZFI(a‘c)deI(Qk_l(i:))) =(dAk(Z))
I T

and the Matrix (30) is equal to

(d, QL (7))
_Idmr
T(dd(z) P 0

Thus, for each z €U n ¥~ (w) such that Q" (z) e Ny, M", QF 1 NS M™ in T, , M" at &
if and only if 7(dAg(Z)) # 0, that is, the restriction of dAg(Z) to TxX* ! (w) is not zero, which
means that dAg(Z) ¢ (dF1(Z),...,dF,—.(T)), or equivalently

rank (dFy(Z),...,dFy—(Z),dAk(Z)) =m —-r+ 1.

Now suppose that w satisfies the condition I_; on U. By property (b) of Definition 2.18,
we have that dim(Q;(z),...,Q.(z)) n Ny¥*1(w) is either equal to 0 or equal to 1 for each
r el nXFHw). If dim(Qy (z),...,2.(2)) n N XY (w) = 1, then z e n X*(w) and Ay (z) = 0.
In this case, the transversality given by property (a) of Definition 2.18 implies that

rank (dFy(2),...,dFp—(x),dAk(z)) =m -r+ 1.

On the other hand, we assume that properties (i) and (i) hold for each z e Y n ¥*}(w). By
property (¢), the property (b) of Definition 2.18 holds on U. If

dim(Q; (z),...,Q.(z)) n N2 (w) =0,

then Q%~1(z) does not intersect N, , M", thus QF! 4 N M™ in T,

Sk-1 Zk_lMT at x. If

dim(Q (z),..., Q- (2)) n N2 (w) =1,

then z € U N X*(w) by Definition 2.19 and rank (dFi(x),...,dEy,_.(z),dAx(z)) =m-r+1 by
property (#i). Thus QF-1 ) N;,HMT in Tgk_lMT at x and w satisfies the condition I;,_; on Y.
By the previous arguments and Definition 2.19, if w satisfies the condition I;_; on U then

UnSF(w)={zel | Fi(z)=...= F,_.(z) = Ap(x) = 0}. O
The following technical lemma will be used in the proof of Proposition 2.23, part (b).

Lemma A.1. Let f; : Vc R - R,i=1,...,s be smooth functions defined on an open subset
of RY. Let M c RY be a manifold locally given by M = {x e V | fi(z) = ... = fs(z) = 0}, with
rank(dfy (z),...,dfs(x)) = s, for allz e MnV. If g,h:V c R" > R are smooth functions such
that g(x) = AM(x)h(x), for all x € M NV and some smooth function \:V — R, then:

(i) If M(x) #0 and x € M then g(x) =0 < h(x) =0.

(1) If M(z) #0, x € M and h(zx) =0 then

<df1(x)7 s ,dfs(x),dg(x)) = <df1($), . 7dfs(x)7dh(x))
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Proof of Proposition 2.23, part (b). Firstly, notice that the definition of X! (w) does not depend
on the choice of any basis. Then assume that the definition of ¥?(w) does not depend on the
choice of the basis {Q(x),...,Q—+1(x)} for every i =2,..., k- 1. As considered in part (a),
for each p € £*71(w), there is an open neighborhood U of p in M such that

UNSY(w) ={zeld:Fi(x)=...= Fppn(z) =0},
UNSFYNw)={zeld:Fi(z)=...= Fppn(x) = Do(x) = ... = A1 (2) = 0},
UNSF(w) ={zeld:Fi(z)=...= Fpnu(z) = As(x) =... = Ap(z) = 0},

with rank(dFy(z),...,dFm_ni1(x),dAs(x),...,dAr_1(z)) =m-n+k-1, for z e U n TF 1 (w)
and rank(dFy (z),...,dEpn_ni1(x),dAs(x),...,dAk(2)) = m-n+k, for x e U nXF(w). Let us
recall that

Ak(l‘) = det(dFl,. . .,dFm_n+1,dA2,. . -7dAk—1aQI; .. .,Qn_k+1)(.’1,‘),

where {Q(x),...,Q—k+1(2)} is a collection of n — k + 1 smooth one-forms defined on ¢ which
is a basis of a vector subspace complementary to (@(z)) n Ny¥*2(w) in (@(z)) for each
reld nSFH(w).

Let us consider {Q (x),... Qe k+1(m)} a collection of n—k+1 smooth one-forms defined on U
such that for each x e U n Zk 1(w) {1 (x),..., Qg1 (x)} is another basis of a vector subspace
complementary to (@(x))n N ¥*2(w) in (w(m)) Then,

(@(2)) = ((0(2)) N N2 (W) @ (Qu(2), ..., Qnopsa (2))

and
dim((Q1(2), ..., Ynopr1(z)) " N2 (W)
is either equal to 0 or equal to 1, for x € u n % 1(w). Moreover,
- n-k+1
M) = Y an(@)Q(z) +¢1(z)
=1
N n-k+1
Qo) = Y, aw(@)Q(2) +¢2(z)
=1
- n-k+1
Qnrr1() = Y, pnoieny (@) (2) + onpi1 (2)
=1

where a;;(z) € R and p; () € (@(x)) n NS 2(w), for j =1,...,n—k+ 1. We will show that for
each z e n k1 (w),
a1 (z) a12(7) a1 (n-ks1) ()
det(A(x)) = : : : #0.
An-k+1)1(T)  Qn-pr1)2(T) 0 Anokar) (n-ke1) (T)
Suppose that the statement is false, that is, det(A(xz)) = 0. This means that the columns of

matrix A(x) are linearly dependent. So we can suppose without loss of generality that the first
column of A(z) can be written as a linear combination of the others columuns:

n—k+1
(0’11(1')7 ceey a(n—k+1)1(‘r)) = Z )‘S(a’ls(x)a ceey a(n—k+1)8(z))a
s=2

where A; € R, for s=2,...,n—k+ 1. Thus, removing x in the notation, we have
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B n—k+1 B n—k+1 (n—k+1
Q=) anQ+p1 == ) ( > Asazs)Qzﬂm
=1 =1\ s=2

n—-k+1 n—-k+1
= Z >\s ( Z aZsQZ) + Y1
s=2

{=1
then

>
»
fo
»
1]

~ n—-k+1 n—k+1 n—k+1 n—k+1 n—k+1
Q- [ A ( > aeng) + gol:| - > ( > apsQe+ @s)
s=2

=1 s=2 =1

n—k+1

- Z AsPs-
s=2

This means that
n—k+1

Z AsQs € (@) n NIEP2(w)) n (.o, Qpgn) = {0},

that is, Qi (z),..., Q- k+1($) are linearly dependent. However, this contradicts the initial as-
sumption that {Ql(ac) Qn_r+1(7)} is a basis of a vector subspace for each x in U N 21 (w).
Therefore, det(A(x)) # 0

Let tA(x) be the transpose of matrix A(z). For each z € U n ¥*1(w), we have
det(*A(z)) = det(A(x)) # 0 and, removing « in the notation,

det(dFl, ey dFm_n+1,dA2, ey dAk_l, Ql, . 7Qn—k+1)

n—k+1 n—-k+1
(31> :det(dFl,...,dFm,nJrl,dAQ,...,dAk,l, Z aﬂﬂg,..., Z ag(n_k+1)ﬂg)
0=1 £=1
= det(tA) det(dFl, ey dFm—nJrl, dAQ, ey dAkfh Ql, ey ank+1)~
Thus, for z e U n Zk Y(w) we have that dim({Qy(z),..., Q0 _rs1(z)) n NFEF1(w)) is equal to
dlm(( 1(2), ., Qg1 (2)) N NFEF (W), In partlcular ifreldn Zk(w) then Ag(z) =0 and

Ak(x) = det(dFﬁ7 e ,dF7n_n+1,dA2,. . ,dAk_l,Ql,. . -aQn—k+1) =0

such that, by statement (iz) of Lemma A.1,

(dFy (), ..., dFpm_pi1(x),dAs(x),. .. dAk 1 (x),dAg(x))
= (dFy(2),...,dFp_p1(2),dAs(x),. .., dAk_1(z),dA(2)),
which implies that
rank(dFy(z), ..., dFpm na(x),dAo(x),. .., dA 1 (x),dAg(x))

is equal to m —n + k. Therefore, the condition I_1 and the definition of ¥*(w) do not depend
on the choice of the basis {Q(z),..., U k+1(x)}

Since Ay (w) = XF(w)\ F 1 (w) for k=1,...,n, we conclude that Ay (w) also does not depend
on the choice of the basis. O
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DEFORMATION RETRACTS TO INTERSECTIONS OF WHITNEY
STRATIFICATIONS

SAURABH TRIVEDI AND DAVID TROTMAN

ABSTRACT. We give a counterexample to a conjecture of Eyral on the existence of deformation
retracts to intersections of Whitney stratifications embedded in a smooth manifold. We then
prove that the conjecture holds if the stratifications are definable in some o-minimal structure
without assuming any regularity conditions. Moreover, we also show that the conjecture holds
for Whitney stratifications if they intersect transversally.

1. INTRODUCTION

In [2] Eyral proved the existence of deformation retracts to intersections of Whitney stratifi-
cations sitting inside a compact real analytic manifold, and used the result to prove connectivity
properties of such intersections. He later used these results to find examples of global rectified
homotopical depths and proved a conjecture of Grothendieck on homotopical depth; see [3].

In proving his results Eyral exploits the triangulability properties of compact real analytic
manifolds. He then conjectures the existence of deformation retracts to intersections of Whitney
stratifications embedded in any non-compact smooth manifold. More precisely, he conjectures
the following statement:

Conjecture 5.2 in [2]. Let M be a smooth manifold, A and B be two closed subsets of M
and C' a closed subset of B. Suppose that there exist a Whitney stratification of B adapted to
C (i.e. C is a union of strata of B) and a Whitney stratification of A whose strata intersect the
strata of C' transversally. Then, there exists a neighbourhood W of AN B in B such that the
couple (ANB, (ANB)\(ANBNC()) is a strong deformation retract of the couple (W, W\ (WNC)).

He further conjectures that certain pairs of intersection of Whitney stratifications embedded
in any smooth manifold (not necessarily compact) are highly connected and claims that this can
be proved using the above conjecture; see Conjecture 5.1 in [2].

We show by a simple counterexample that Conjecture 5.2 is false in general; see Figure 1.

Let M = R?, B = z-axis. Let A be the graph of

~ Jatsin(1/z) 2 #0
o £ =0

in R2. Choose C such that ANC' is empty. Then AN B is an infinite (double) sequence of points.
Any neighbourhood W of AN B will have a component containing the origin and infinitely many
points of AN B. There exists no retraction of W onto A N B since the image of a connected set
under a continuous map is also connected. Thus AN B is not a (strong deformation) retract of
any such W.

We remark that though the function y above is not smooth, a smooth counterexample can
easily be given. For example we can take A to be the graph of

B e V7 sin(1/z) x#0
o =0
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FIiGURE 1.

In this article we show that the conjecture holds without the hypothesis of Whitney regu-
larity of stratifications if the strata are assumed to be definable in some o-minimal structure.
Furthermore, the conjecture also holds with the extra assumption of transverse intersection of
the Whitney stratifications of A and B.

2. TRIANGULATIONS OF DEFINABLE SETS AND WHITNEY STRATIFICATIONS

In this section we recall the definition of triangulations and present some of the results about
triangulability of stratifications and definable sets in o-minimal structures. For definitions of
definable sets and o-minimal structures we refer the reader to van den Dries [16]. For definitions
of stratifications and the regularity conditions (a) and (b) of Whitney we refer to the Ph.D.
thesis of the second author [15]. In addition, we assume that the stratifications are locally
compact to avoid pathologies. For definitions of simplices, open simplices, simplicial complexes
and polytopes we refer to Munkres [10].

Recall that a topological set X is said to be triangulable if there exists a simplicial complex
K and a homeomorphism ¢ : |K| — X, where |K| is the polytope of K. The simplicial complex
K is then said to be a triangulation of X. We remark that we allow K to be a simplicial
complex with an infinite number of simplices and recall that if K is finite then the polytope |K]|
is compact and conversely if A C |K| is compact, then A C |Ky| for some finite subcomplex K
of K; see Lemma 2.5 in Munkres [10]. This implies that if a triangulable set X is compact then
its triangulation is finite. It is well known that any smooth manifold is triangulable; see Part 2
of Munkres [9].

We know that the definable sets in any o-minimal structure can be triangulated. Let us recall
the precise statement on triangulations of definable sets; a proof of this result can be found in
Coste [1] or van den Dries [16].

In what follows by a definable set we mean a set definable in an o-minimal structure D over R.
Let us mention that definable sets admit definable Whitney stratifications, i.e. every definable
set can be stratified into finitely many connected definable submanifolds called strata, such that
every pair of adjacent strata satisfies Whitney (b)-regularity; see [11] for a proof.

Theorem 2.1. Let A C R™ be a compact definable set and {B, ..., By} be definable subsets of
A. Then, there exists a definable homeomorphism ® : |K| — A from a finite simplicial complex
K onto A such that each B; is a union of images of open simplices of K under ®.

From this it immediately follows that:

Theorem 2.2. Let X be a definable stratification of a definable subset V' of a compact definable
set A in R™, then there exists a definable triangulation ® : |K| — A of A such that every stratum
of ¥ is a union of images of open simplices of K under ®.
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In short, every definable stratification can be triangulated.

Although the results are stated for compact definable subsets of R™, non-compact definable
subsets can also be triangulated. This can be seen as follows:

Let A be a definable subset (non-necessarily compact) of R™ and By,..., By be definable
subsets of B. Take the compactification P" of R™ and consider A as an embedded subset of P".
We know that A considered as an embedded subset of P” is still a definable subset of some RY
where P" embeds. We remark here that such an embedding of a non-definable set might not
be triangulable, a typical example is the embedding of the graph of sin(z) in P2. We can then
apply the above results to P and obtain a triangulation of A.

Thus, we have:

Theorem 2.3. Let X be a definable stratification of a definable subset V' of a definable set (not
necessarily compact) A in R™, then there exists a triangulation ® : |K| — A of A such that every
stratum of ¥ is a union of images of open simplices of K under ®.

Furthermore, any abstract stratified set can be embedded as a Whitney regular stratified
subanalytic set (semialgebraic if the set is compact) in a Euclidean space, see Noirel [12]. Also,
Shiota [14] showed that every locally compact Whitney stratified set is homeomorphic to a
subanalytic set. Then, one can use the theorem of Hironaka [6] or alternatively Hardt [5] to
triangulate the subanalytic set and pull it back to obtain a triangulation of a given abstract
stratified set. Also, Mather [8] proved that every Whitney stratified set admits the structure of
an abstract stratified set. It follows from this that Whitney stratified sets in R™ are triangulable.
Let us mention this result in the following theorem:

Theorem 2.4. Let M be a smooth manifold and A be a closed subset of M admitting a Whitney
(b) regular stratification. Then, there exists a simplicial complex K whose polytope is homeo-
morphic to M and such that every stratum of A is a union of images of open simplices of K
under the homeomorphism.

At this point we would like to mention that Goresky [4] also proved that any abstract stratified
set in the sense of Mather [8] is triangulable. But, it is not clear whether Goresky’s idea works
for non-compact stratified sets, for Goresky uses Hudson’s [7] notion of “Euclidean polyhedra”
to define a triangulation and polyhedra of Hudson only have finitely many simplices and so are
compact. Hironaka’s or Hardt’s triangulation works for non-compact sets too.

We give an example of a Whitney (a)-regular stratification which is not triangulable; see
Figure 2. Consider the set X given by the closure of the graph of sin(1/z) for 2 > 0 in R2.
Stratify it with three strata, the limiting points of the interval in the y-axis, the open interval in
the y-axis and the graph of sin(1/x) for > 0. This is a Whitney (a)-regular stratification, but
is not triangulable since it is not path-connected. The set is not a definable set. Furthermore,
the intersection U of the z-axis, which is a transverse intersection with the set X, does not have
any open set in the z-axis that retracts to the set U.

3. EXISTENCE OF NEIGHBOURHOODS OF SUBCOMPLEXES

In this section we will show how to use barycentric subdivisions of a simplicial complex
to obtain neighbourhoods of subcomplexes. These neighbourhoods will be used to construct
deformation retracts in the next section. The construction of the neighbourhoods is standard
but we describe it here for the sake of clarity.

We first of all recall the definition of the ‘join’ of two simplicial complexes. Let K7 and Ks be
two simplicial complexes. The join of K; and K5, denoted by K7 * K5 is the simplicial complex
spanned by the vertices of K; and K> together.
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FIGURE 2.

Let K be a simplicial complex and L be a subcomplex of K. Denote by |K| the polytope of K
and that of L by |L|. Let K’ be the first barycentric subdivision of K. Since L is a subcomplex
this subdivision induces a subdivision of L. Recall that the polytope does not change after the
subdivision. Denote by K <+ L the subcomplex of K’ generated by the vertices of K’ that are
not in L'. Then, there is a natural embedding of |K| onto |L * K + L|. This embedding allows
us to write elements of | K| as tuples (x,t,y) where t € [0,1], x € |[K + L| and y € |L|. Define

N(L) = {p = (a,t,y) € |K|lt € [0, 1),z € |K + L| and y € |L]}.

It is then easy to see that N'(L) is an open neighbourhood in | K| of |L|. For example, see the
picture below.

FIGURE 3.

In the picture above the complex |K| is the full triangle while | L| consists of the simplex spanned

by the white vertices on the left side of the picture above. The constructed neighbourhood of |L|

is the shaded region. It is clear that |K =+ L| is what remains after deleting the shaded region.
Moreover, for to € (0, 1] the set

N(L,to) = {p= (a.t,y) € |K|[t € [0,t0),2 € |K + L] and y € |L]}.

also defines a neighbourhood of L in K. By varying ty we get a system of neighbourhoods of
L in K. Notice that we can also construct neighbourhood of an open subcomplex of K. Here,
by an open subcomplex we mean a union of open simplices of K. More precisely, given an open
subcomplex, we can first take the union of its open simplices with their boundaries to get a
subcomplex of K. We can then follow the steps to find a neighbourhood of this subcomplex
which also works as a neighbourhood of the open subcomplex we started with.

Finally, if ¢ : |K| — X is a triangulation of a topological space X such that a subspace
Y C X is the image of a subcomplex L of K under ¢, then the image of N'(L,ty) under ¢ is a
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neighbourhood of Y in X. The closure of N(L,ty) in |K| is said to be a closed neighbourhood
of L in K. In the rest of the article, by a neighbourhood N(Y') of a subspace of a triangulable
space X we mean the image of N'(L,to) (for some ¢y € [0,1) Junder the homeomorphism of the
triangulation of X. It is then easy to see that Y is a deformation retract of N'(Y'). Moreover
every neighbourhood of Y in X contains a neighbourhood of type N(Y); see Proposition 1.4
and 1.5 of Eyral [2].

4. CONSTRUCTION OF DEFORMATION RETRACTS

In this section we prove the main results. We first need the following lemma whose proof
closely follows the proof of Proposition 1.6 in Eyral [2] and is left to the reader:

Lemma 4.1. Let X be a triangulable space, Y and Z be two subspaces of X that are images
of some open simplices of the triangulation of X and N(Y') the neighbourhood of Y in X, then
there exists a system of neighbourhoods {V,} of Y in X such that, for every o, (Vo, Vo \ Z) is
a deformation retract of (IN(Y),N(Y)\ Z).

We prove that:

Theorem 4.2. Let M be a definable submanifold of R™ and A, B and C C B be closed definable
subsets in M. Then, there exists a neighbourhood W of AN B in B such that the couple

(ANB,(ANnB)\ (ANBNCQ))
is a strong deformation retract of the couple (W, W\ (W NC)).

Proof. By Theorem 2.3, we can choose a triangulation ® : |K| — M of M such that A and B
are union of images of some open simplices of K. Furthermore, K can be chosen in such a way
that C' is also a union of the image of open simplices of a sub-complex of the complex K’ that
triangulates B, i.e. ®(K') = B.

Since finite intersections of definable sets are definable, we can choose a triangulation, a
subdivision of K if necessary, of M adapted to A, B, C, AN B and AN BN C. Moreover,
(ANB)\ (AN BNCQC) is also a definable set. Thus, subdividing K if necessary, we can assume
that all these definable sets are unions of images of some open simplices of K under ®. Now
consider the neighbourhood of W = N (AN B) of AN B and constructed in the previous section.
By Lemma 4.1, it is then clear that (AN B, (AN B)\ (AN BNC)) is a deformation retract of
(W, W\ (W NC)). This concludes the proof of the theorem. O

Moreover,

Theorem 4.3. Let M be a smooth manifold and A, B and C C B be closed subsets of M.
Suppose there exist a Whitney stratification of B adapted to C (i.e. C is a union of strata of
B) and a Whitney stratification of A whose strata intersect the strata of B transversally. Then,
there exists a neighbourhood W of AN B in B such that the couple (AN B, (ANB)\ (ANBNC))
is a strong deformation retract to the couple (W, W\ (W NC)).

Proof. Since A and B are Whitney stratifications and they intersect transversally, the intersec-
tion AN B is also a Whitney stratification; see Orro and Trotman [13]. Thus, the union AU B
admits a Whitney stratification by the strata of AN B and their complements in the correspond-
ing strata of A and B. By Theorem 2.4, we can choose a triangulation ® : |[K| — M of M such
that the strata of AU B are union of images of open simplices of K under ¢. Furthermore, since
C is a union of strata of B, K can be chosen in such a way that C is also the image of open
simplices of a sub-complex of the complex K’ that triangulates B, i.e. ®(K') = B.
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Therefore, we can suitably choose a triangulation, refinement of K if necessary, of M adapted
to the strata of A, B, C', AN B and AN BNC. That is, every stratum of the five stratifications
is a union of images of open simplices of K under ®. Now consider the neighbourhood

W =N(ANB)
of AN B constructed in the previous section. By Lemma 4.1, it is then clear that
(ANB,(ANnB)\ (ANnBNC(C))
is a deformation retract of (W, W \ (W N C)). This concludes the proof of the theorem. O

Acknowledgements. The first author was supported by FAPESP grant 2015/12667 — 5. The
second author was supported by the ANR project “LISA” (ANR-17-CE40-0023-01).

REFERENCES

[1] M. Coste, An Introduction to o-minimal Geometry, Dip. Mat. Univ. Pisa, Dottorato di Ricerca in Matem-
atica, Istituti Editoriali e Poligrafici Internazionali, Pisa, 2000.

[2] C. Eyral, Sur I’homotopie des espaces stratifiés, Internat. Math. Res. Notices (1999), no. 13, 717-734.

[3] , Profondeur homotopique et conjecture de Grothendieck, Ann. Sci. Ecole Norm. Sup. (4) 33 (2000),

no. 6, 823-836. DOI: 10.1016/s0012-9593(00)01054-5

[4] R. M. Goresky, Triangulation of stratified objects, Proc. Amer. Math. Soc. 72 (1978), no. 1, 193-200.

DOI: 10.1090/s0002-9939-1978-0500991-2

[5] R. M. Hardt, Triangulation of subanalytic sets and proper light subanalytic maps, Invent. Math. 38 (1976/77),

no. 3, 207-217. DOI: 10.1007/bf01403128
[6] H. Hironaka, Triangulations of algebraic sets, Algebraic geometry (Proc. Sympos. Pure Math., Vol. 29,
Humboldt State Univ., Arcata, Calif., 1974) (1975), 165-185. DOI: 10.1090/pspum/029/0374131

[7] J. F. P. Hudson, Piecewise linear topology, University of Chicago Lecture Notes Inc., New York-
Amsterdam, 1969.

[8] J. N. Mather, Notes on topological stability, Bull. Amer. Math. Soc. 49 (2012), 475-506.
DOI: 10.1090/s0273-0979-2012-01383-6

[9] J. R. Munkres, Elementary differential topology, Lectures given at Massachusetts Institute of Technology,
Fall, vol. 1961, Princeton University Press, Princeton, N.J., 1963.

, Elements of algebraic topology, Addison-Wesley Publishing Company, Menlo Park, CA, 1984.

[11] N. Nguyen, S. Trivedi, and D. J. A. Trotman, A geometric proof of the existence of definable Whitney
stratifications, Illinois J. Math. 58 (2014), no. 2, 381-389. DOI: 10.1215/ijm/1436275489

[12] L. Noirel, Plongements sous-analytiques d’espaces stratifiés de Thom-Mather, Ph.D. Thesis, University of
Provence (1996).

[13] P. Orro and D. J. A. Trotman, Regularity of the transverse intersection of two regular stratifica-
tions, London Mathematical Society Lecture Note Series, p. 298-304, Cambridge University Press, 2010.
DOI: 10.1017/cbo9780511731983.022

[14] M. Shiota, Triangulation of subanalytic sets, Singularities (Warsaw, 1985), Banach Center Publ., vol. 20,
PWN, Warsaw, 1988, pp. 385-395. DOI: 10.4064/-20-1-385-395

[15] D. J. A. Trotman, Whitney stratifications: Fault and detectors, Ph.D. Thesis, University of Warwick (1977).

[16] L. van den Dries, Tame topology and o-minimal structures., Cambridge: Cambridge University Press, 1998.

SAURABH TRIVEDI, INDIAN STATISTICAL INSTITUTE NORTH-EAST CENTRE, PUNIONI SOLMARA, TEZPUR 784501,
Assam, INDIA & ICMC - UNIVERSIDADE DE SAO PAULO, 13566-590, SA0 CARLOS, SP, BRASIL

DavID TROTMAN, I2M (UMR 7353), CENTRE DE MATHEMATIQUES ET INFORMATIQUE, AIX-MARSEILLE UNI-
VERSITE, 39 RUE JOLIOT-CURIE, 13453 MARSEILLE CEDEX 13, FRANCE.


https://doi.org/10.1016/s0012-9593(00)01054-5
https://doi.org/10.1090/s0002-9939-1978-0500991-2
https://doi.org/10.1007/bf01403128
https://doi.org/10.1090/pspum/029/0374131
https://doi.org/10.1090/s0273-0979-2012-01383-6
https://doi.org/10.1215/ijm/1436275489
https://doi.org/10.1017/cbo9780511731983.022
https://doi.org/10.4064/-20-1-385-395

Proc. of 15th International Workshop

on Singularities, Sao Carlos, 2018
DOT: 10.5427/jsing.2020.22t

Journal of Singularities
Volume 22 (2020), 321-336

COMPARISON OF STRATIFIED-ALGEBRAIC
AND TOPOLOGICAL K-THEORY

WOJCIECH KUCHARZ AND KRZYSZTOF KURDYKA

ABSTRACT. Stratified-algebraic vector bundles on real algebraic varieties have many desirable
features of algebraic vector bundles but are more flexible. We give a characterization of the
compact real algebraic varieties X having the following property: There exists a positive
integer 7 such that for any constant rank topological vector bundle £ on X, the direct sum of
r copies of £ is isomorphic to a stratified-algebraic vector bundle. In particular, each compact
real algebraic variety of dimension at most 8 has this property. Our results are expressed in
terms of K-theory.

1. INTRODUCTION AND MAIN RESULTS

In the recent paper [30], we introduced and investigated stratified-algebraic vector bundles on
real algebraic varieties. They occupy an intermediate position between algebraic and topological
vector bundles. Here we continue the line of research undertaken in [30, 28] and look for new
relationships between stratified-algebraic and topological vector bundles. In a broader context,
the present paper is also closely related to [5, 16, 23, 24, 26, 27, 29]. All results announced in
this section are proved in Section 2.

Throughout this paper the term real algebraic variety designates a locally ringed space iso-
morphic to an algebraic subset of RY, for some N, endowed with the Zariski topology and the
sheaf of real-valued regular functions (such an object is called an affine real algebraic variety
in [7]). The class of real algebraic varieties is identical with the class of quasi-projective real
varieties, cf. [7, Proposition 3.2.10, Theorem 3.4.4]. Morphisms of real algebraic varieties are
called regular maps. Each real algebraic variety carries also the Euclidean topology, which is
induced by the usual metric on R. Unless explicitly stated otherwise, all topological notions
relating to real algebraic varieties refer to the Euclidean topology.

Let F stand for R, C or H (the quaternions). All F-vector spaces will be left F-vector spaces.
When convenient, F will be identified with R“") where d(F) = dimg FF.

Let X be a real algebraic variety. For any nonnegative integer n, let €’ (F) denote the standard
trivial F-vector bundle on X with total space X xF", where X x[F" is regarded as a real algebraic
variety. An algebraic F-vector bundle on X is an algebraic F-vector subbundle of €% (F) for some
n (cf. [7, Chapters 12 and 13] for various characterizations of algebraic F-vector bundles).

We now recall the fundamental notion introduced in [30]. By a stratification of X we mean
a finite collection S of pairwise disjoint Zariski locally closed subvarieties whose union is X.
Each subvariety in S is called a stratum of S. A stratified-algebraic F-vector bundle on X is a
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topological F-vector subbundle & of €% (F), for some n, such that for some stratification S of X,
the restriction £|s of £ to each stratum S of S is an algebraic F-vector subbundle of e%(IF).

A topological F-vector bundle £ on X is said to admit an algebraic structure if it is isomorphic
to an algebraic F-vector bundle on X. Similarly, £ is said to admit a stratified-algebraic structure
if it is isomorphic to a stratified-algebraic F-vector bundle on X. These two types of F-vector
bundles have been extensively investigated in [3, 4, 6, 7, 9, 10, 11, 13] and [30, 28], respectively.
In general, their behaviors are quite different, cf. [30, Example 1.11]. Here we further develop
the direction of research initiated in [30, 28]. It is convenient to bring into play Grothendieck
groups.

Denote by Kp(X) the Grothendieck group of topological F-vector bundles on X. For any
topological F-vector bundle £ on X, let [€] denote its class in Kp(X). Since X has the homotopy
type of a compact polyhedron [7, pp. 217, 225], it follows that the abelian group Kp(X) is
finitely generated (cf. [21, Exercise IIL.7.5] or the spectral sequence in [2, 15]). Let Kp.g,(X) be
the subgroup of Kr(X) generated by the classes of all F-vector bundles admitting a stratified-
algebraic structure.

If the variety X is compact, then the group Ky g, (X) contains complete information on F-
vector bundles on X admitting a stratified-algebraic structure. More precisely, we have the
following.

Theorem 1.1 ([30, Corollary 3.14]). Let X be a compact real algebraic variety. A topological
F-vector bundle & on X admits a stratified-algebraic structure if and only if the class [€] is in

K]F—str (X) .

In other words, with notation as in Theorem 1.1, £ admits a stratified-algebraic structure if
and only if there exists a stratified-algebraic F-vector bundle n on X such that the direct sum
¢ @ n admits a stratified-algebraic structure.

For our purposes it is convenient to distinguish some vector bundles by imposing a suitable
condition on their rank. For any topological F-vector bundle £ on X, we regard rank ¢ (the rank
of &) as a function rank¢: X — Z, which assigns to every point z in X the dimension of the
fiber of £ over x. Clearly, rank ¢ is a constant function on each connected component of X.

We say that £ has property (rk) if for every integer d, the set {x € X | (rank§)(z) = d} is
algebraically constructible. Recall that a subset of X is said to be algebraically constructible if
it belongs to the Boolean algebra generated by the Zariski closed subsets of X. It readily follows
that each stratified-algebraic F-vector bundle on X has property (rk). Thus property (rk) is a
necessary condition for £ to admit a stratified-algebraic structure.

We now give a simple example to illustrate the role of property (rk). The real algebraic curve

C={(z,y) e R*: 2%(2* = 1)(2® —4) +y* = 0}

is irreducible with singular locus {(0,0)}. It has three connected components, the singleton
{(0,0)} and two ovals. Clearly, every algebraic F-vector bundle on C has constant rank, while
the rank function of a topological F-vector bundle on C' may take three distinct values. On the
other hand, the rank function of a stratified-algebraic vector bundle on C' need not be constant,
but must be constant on C'\ {(0,0)}.

Returning to the general case, denote by K[(Frk) (X) the subgroup of Ky(X) generated by the
classes of all topological F-vector bundles having property (rk). By construction,

Kra(X) € K™ (X),
Since the group Kr(X) is finitely generated, so is the quotient group
Te(X) = K™ (X)/ Kr.qe (X).
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Thus the group I'p(X) is finite if and only if »I'r(X) = 0 for some positive integer r. In the
present paper the group I'r(X) is the main object of investigation.
For any F-vector bundle £ on X and any positive integer r, we denote by

§r)=€6®--- 8¢

the r-fold direct sum. The following preliminary result shows that our approach here is consistent
with that of [28].

Proposition 1.2. Let X be a compact real algebraic variety. For a positive integer r, the
following conditions are equivalent:
(a) The group Tr(X) is finite and rT'r(X) = 0.
(b) For each topological F-vector bundle & on X having property (rk), the F-vector bundle
&(r) admits a stratified-algebraic structure.
(¢) For each topological F-vector bundle n on X having constant rank, the F-vector bundle
n(r) admits a stratified-algebraic structure.

In [28, Conjecture CJ, it is suggested that the group I'r(X) is always finite (for X compact).
We show here that the finiteness of the group I'r(X) is equivalent to a certain condition involv-
ing cohomology classes of a special kind. For any nonnegative integer k, we defined in [30] a
subgroup HZ*, (X;Z) of the cohomology group H?¥(X;Z). For the convenience of the reader,
the definition and basic properties of Héitr(X ; Z) are recalled in Section 2.

Theorem 1.3. For any compact real algebraic variety X, the following conditions are equivalent:
(a) The group Tr(X) is finite.
(b) The quotient group H**(X;Z)/HEk, (X;Z) is finite for every positive integer k satisfying
8k —2 <dim X.

Since the groups HZ*, (—;Z) are hard to compute, it is worthwhile to give a simple topological
criterion for the finiteness of the group I'r(X). To this end some preparation is required.
For any positive integer d, let S* denote the unit d-sphere

Sd:{(uoa...7ud)€Rd+1 ‘U(2)++u3:1}

Let sq be a generator of the cohomology group H%(S%Z) = Z. A cohomology class u in
HY(Q;Z), where  is an arbitrary topological space, is said to be spherical if u = h*(sq) for
some continuous map h:  — S?. Denote by ngh(Q;Z) the subgroup of H%(;7Z) generated
by all spherical cohomology classes. In general a cohomology class in ngh(ﬂ; Z) need not be
spherical.

Theorem 1.4. Let X be a compact real algebraic variety. If the quotient group
H'™(X:Z)/Hg (X; Z)

sph
is finite for every positive integer k satisfying 8k — 2 < dim X, then the group Tr(X) is finite.
As a consequence we obtain the following.

Corollary 1.5. Let X be a compact real algebraic variety. If each connected component of X is
homotopically equivalent to SU x - - x S% for some positive integers dy, ..., d,, then the group
Tr(X) is finite.

Proof. Since H;ph(X;Z) = HY(X;Z) for every positive integer I, it suffices to make use of

Theorem 1.4. O
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It is interesting to compare Corollary 1.5 with related, previously known, results. If
X=X; x - xX,,

where each X; is a compact real algebraic variety homotopically equivalent to S% for 1 < i < n,
then I'p(X) =0 for F=C and F = H, and 2I'gr(X) = 0, cf. [30, Theorem 1.10]. On the other
hand, there exists a nonsingular real algebraic variety X diffeomorphic to the n-fold product
St x -+ x S, n > d(F), such that I'r(X) # 0, cf. [30, Example 7.10].

For any compact real algebraic variety X, the equality H'(X;Z) = 0 holds if [ > dim X,
cf. [7, p. 217]. Hence, in view of either Theorem 1.3 or Theorem 1.4, the group I'p(X) is finite
for dim X < 6. This is extended below to dim X < 8. Actually, we obtain a result containing
additional information.

Denote by e(F) the integer satisfying d(F) = 2¢(), that is,

0 fF=R
eF)=<1 ifF=C
2 ifF=H.

Given a nonnegative integer n, set

a(n) =min{l € Z |1>0, 2' > n},
a(n,F) = max{0, a(n) — e(F)}.

It is conjectured in [28] that 244 XETp(X) = 0 for every compact real algebraic variety X.
This conjecture is confirmed in [28] for varieties of dimension not exceeding 5. Using different
methods, we get the following.

Theorem 1.6. For any compact real algebraic variety X of dimension at most 8, the group
Ir(X) is finite and
2a(dimX,F)+a(X)FF(X) =0,

where a(X) =0 if dim X <7 and a(X) =2 if dim X = 8.

We are not able to decide whether Theorem 1.6 holds with a(X) = 0 for dim X = 8.

In Section 2 we establish relationships between the groups H2%j (—;Z) and HZF, (—;Z) for
k > 1. This leads to the proofs of Theorems 1.3 and 1.4. Along the way we obtain closely
related results, Theorems 2.14, 2.15 and 2.16, which are of independent interest. Noteworthy

is also Theorem 2.13, which plays a key role in the proof of Theorem 1.6. In Section 3 we
investigate topological C-line bundles admitting a stratified-algebraic structure.

Notation. Given two F-vector bundles £ and 7 on the same topological space, we will write
¢ = 7 to indicate that they are isomorphic.

2. STRATIFIED-ALGEBRAIC VERSUS TOPOLOGICAL VECTOR BUNDLES

To begin with we establish a connection between vector bundles having property (rk) and
those of constant rank.

Lemma 2.1. Let X be a real algebraic variety and let & be a topological F-vector bundle on X.
If € has property (rk), then there exists a stratified-algebraic F-vector bundle n on X such that
the direct sum £ @ n is of constant rank.
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Proof. Since X has the homotopy type of a compact polyhedron [7, pp. 217, 225], we may assume
that € is a topological F-vector subbundle of €% (F) for some positive integer n. Assume that &
has property (rk). By definition, for each integer d satisfying 0 < d < n, the set

R(d) = {z € X | (rank&)(z) = d}

is algebraically constructible. Thus R(d) is the union of a finite collection of pairwise disjoint
Zariski locally closed subvarieties of X. In particular, there exists a stratification S of X such
that each set R(d) is the union of some strata of S. Furthermore, each nonempty set R(d) is the
union of some connected components of X. It follows that we can find a topological F-vector
subbundle 7 of &' (F) whose restriction 7| (a) is the trivial F-vector subbundle of €%, (F) with
total space R(d) x (F"~? x {0}), where F"~¢ x {0} C F". By construction, 7 is a stratified-
algebraic F-vector bundle and the direct sum £ @ 7 is of rank n. O

In particular, if K[écrk) (X) is the subgroup of Kp(X) generated by the classes of all topological
F-vector bundles of constant rank, then

Kpar(X) + K (X) = K™ (X).
Hence the group I'p(X) is isomorphic to the quotient group

K™ (X) / Kp o (X) 0 K™ (X).

Proof of Proposition 1.2. Obviously, (b) implies (a). According to Theorem 1.1, (a) implies (b).
Hence, in view of Lemma 2.1, (a) and (c) are equivalent. O

Let X be a real algebraic variety. Let K be a subfield of F, where K (as F) stands for R, C
or H. Any F-vector bundle £ on X can be regarded as a K-vector bundle, which is indicated by
&k. In particular, g = € if K =F. Furthermore, &g = (£k)r. If the F-vector bundle £ admits a
stratified-algebraic structure, then so does the K-vector bundle &k.

The following result will be frequently referred to.

Theorem 2.2. Let X be a compact real algebraic variety. A topological F-vector bundle £ on X
admits a stratified-algebraic structure if and only if the K-vector bundle £x admits a stratified-
algebraic structure.

Proof. The proof for K = R, rather involved, is given in [30, Theorem 1.7]. The general case
follows since &g = (k)R- O

We will also make use of the extension of scalars construction. Let X be a real algebraic variety.
Any K-vector bundle £ on X gives rise to the F-vector bundle F ® £ on X. Here F® & = £ if
K =T, C®¢ is the complexification of £ if K = R, and H ® £ is the quaternionization of & if
K =R or K =C. If the K-vector bundle £ admits a stratified-algebraic structure, then so does
the F-vector bundle F ® &.

For any C-vector bundle &, let £ denote the conjugate bundle, cf. [31]. Note that g = &g.
Furthermore, for the H-vector bundle H ® £, we have

Heé)c 2.

Lemma 2.3. Let X be a compact real algebraic variety and let € be a topological C-vector bundle
on X. For any positive integer q, the H-vector bundle (H ® &£)(q) admits a stratified-algebraic
structure if and only if so does the C-vector bundle £(2q).
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Proof. Since B
(H®&)(@)c = (H®Ec(q) = (€@ E)(q)

and
(@ &@)r = (&r @ &r)(9) = (&r @ &r)(a) = (£(20))r,
we get
(H®&)(a)r = £(29))=.
The proof is complete in view of Theorem 2.2. O

For any R-vector bundle &, we have (CQ {)r X EDE.

Lemma 2.4. Let X be a compact real algebraic variety and let € be a topological R-vector bundle
on X. For any positive integer q, the C-vector bundle (C ® &)(q) admits a stratified-algebraic
structure if and only if so does the R-vector bundle £(2q).

Proof. Since
(C@&(@)r = (CREr(a) = (£ & €)(a) = &(29),

the proof is complete in view of Theorem 2.2. O

For the convenience of the reader we recall the definition and basic properties of stratified-C-
algebraic cohomology classes, introduced and investigated in [30].

Let V be a compact nonsingular real algebraic variety. A nonsingular projective complezifi-
cation of V is a pair (V, ), where V is a nonsingular projective scheme over R and ¢: V' — V(C)
is an injective map such that V(R) is Zariski dense in V, +(V)) = V(R) and ¢ induces a biregular
isomorphism between V' and V(R). Here the set V(R) of real points of V is regarded as a subset
of the set V(C) of complex points of V. The existence of (V,:) follows form Hironaka’s theorem
on resolution of singularities [19] (cf. also [22] for a very readable exposition). We identify
V(C) with the set of complex points of the scheme V¢ := V Xgpecr SpecC over C. For any
nonnegative integer k, denote by Hazlkg(V(C);Z) the subgroup of H?*(V(C);Z) that consists of
the cohomology classes corresponding to algebraic cycles (defined over C) on V¢ of codimension
k, cf. [14] or [17, Chapter 19]. The subgroup

C alg(V Z) (Halg(V((C),Z))

of H?¥(V;Z) does not depend on the choice of (V;¢), cf. [6]. Cohomology classes in Héf“alg(V; Z)
are called C-algebraic. The groups Héf“alg(—; 7Z) are subtle invariants with numerous applications,
cf. [6, 8, 11, 13, 25].

Let X and Y be real algebraic varieties. A map f: X — Y is said to be stratified-reqular if it
is continuous and for some stratification S of X, the restriction f|s: S — Y of f to each stratum
S of S is a regular map. A cohomology class u in H?*(X;7Z) is said to be stratified-C-algebraic if
there exists a stratified-regular map ¢: X — V, into a compact nonsingular real algebraic variety
V, such that u = ¢*(v) for some cohomology class v in HZ%,,(V;Z). The set HZ, (X;Z) of all
stratified-C-algebraic cohomology classes in H?*(X;Z) forms a subgroup. The direct sum

H(gvsetr; @ C str
k>0
is a subring of the ring
HYNX;Z) = @ HM(X; 7).
k>0

If ¢ is a stratified-algebraic C-vector bundle on X, then the kth Chern class cx(§) of £ is in
HZ  (X;7Z) for every nonnegative integer k. The reader can find proofs of these facts in [30].
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For any topological F-vector bundle £ on X, one can interpret ranké as an element of
H°(X;Z). Then the following holds.

Lemma 2.5. Let X be a real algebraic variety and let € be a topological F-vector bundle on X.
If € has property (vk), then rank ¢ is in H2  (X;Z).

Proof. Assume that the F-vector bundle £ has property (rk). We make use of the notation
introduced in the proof of Lemma 2.1. Furthermore, we regard V' = {0, ...,n} as a real algebraic
variety and rank § as a map rank&: X — V. Then rank{ is a stratified-regular map. Note that
rank ¢ interpreted as a cohomology class in H%(X;Z) coincides with (rank £)*(v), where v is the
cohomology class in HY(V; Z) whose restriction to the singleton {i} is equal to 1 in H°({i}; Z) for
every i in V. Since Hg ,,(V;7Z) = H%(V;Z), the cohomology class (rank §)*(v) is in Hg ., (X; Z),
as required. O

The following observation will prove to be useful.

Proposition 2.6. Let X be a compact real algebraic variety. For a topological C-vector bundle
& on X, the following conditions are equivalent:

(a) There exists a positive integer r such that the C-vector bundle &(r) admits a stratified-
algebraic structure.

(b) The C-vector bundle & has property (rk) and for every positive integer j, there exists a
positive integer b; such that the cohomology class bjc;(€) is in HY, (X;Z).

Proof. Assume that condition (a) is satisfied. Then £(r) has property (rk) and hence £ has it as
well. Furthermore, the total Chern class ¢(£(r)) is in HESh(X;Z). We have

c(§(r)) = c(§) — - —c(§),

where the right-hand-side is the r-fold cup product. In particular, ¢;(&(r)) = rei(§) is in
Hé_str(X ;Z). By induction, for every positive integer j, we can find a positive integer b; such
that the cohomology class bjc;(§) is in Hé{str(X; Z). Thus (a) implies (b).

Now assume that condition (b) is satisfied. Since £ has property (rk), by Lemma 2.5, rank £
is in H2 , (X;Z). Hence (b) implies that the Chern character ch(¢) is in HZR(X;Z) ®z Q.
Consequently, for some positive integer r, the class r[¢] = [£(r)] is in Kcstr(X), cf. [30, Propo-
sition 8.9]. According to Theorem 1.1, the C-vector bundle £(r) admits a stratified-algebraic
structure. Thus (b) implies (a), which completes the proof. O

We now collect some results on spherical cohomology classes. Every compact real algebraic
variety is triangulable [7, p. 217] and hence a result due to Serre can be stated as follows.

Proposition 2.7 ([32, p. 289, Propoposition 2']). Let X be a compact real algebraic variety.
Then there exists a positive integer a such that for every positive integer d satisfying

dim X <2d -2

and every cohomology class u in HY(X;Z), the cohomology class au is spherical. In particular,
the inclusion
aHY(X;Z) C HL,(X;Z)

holds for such a and d.

Let X and Y be real algebraic varieties. A map f: X — Y is said to be continuous rational
if it is continuous and its restriction to some Zariski open and dense subvariety of X is a regular
map. Assuming that the variety X is nonsingular, the map f is continuous rational if and only
if it is stratified-regular, cf. [23, Proposition 8] and [30, Remark 2.3].
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Lemma 2.8. Let X be a compact nonsingular real algebraic variety and let d be a positive integer.
For any continuous map h: X — S and any continuous map ¢: S* — S of (topological) degree
2, the composite map p o h: X — S% is homotopic to a stratified-reqular map.

Proof. We may assume without loss of generality that h is a C>* map. By Sard’s theorem, h
is transverse to each point in some open subset U of S diffeomorphic to R?. Let y and z be
distinct points in U, and let A be a C* arc in U joining y and z. Then

M=h"Yy) Uh™l(2)

is a compact C*° submanifold of X. Furthermore, B := h~1(A) is a compact C°> manifold with
boundary 0B = M, embedded in X with trivial normal bundle.

Hence, according to [12, Theorem 1.12], there exists a C* map F': X — R4 transverse to 0 in
R? and such that M = F~'(0). By the Weierstrass approximation theorem, the C* map F can
be approximated, in the C* topology, by a regular map G: X — R?. If G is sufficiently close to
F, then G is transverse to 0 and V := G~1(0) is a nonsingular Zariski closed subvariety of X.
Furthermore, V is isotopic to M in X, cf. [1, Theorem 20.2].

We can choose a C>® map 1: S* — S% of degree 2 that is transverse to y and satisfies
¥~ 1(y) = {y,2}. By Hopf’s theorem, 1) is homotopic to . Consequently, the maps ¢ o h and
1 o h are homotopic. It suffices to prove that ¢ o h is homotopic to a stratified-regular map. By
construction, the map 1 o h is transverse to y and

Woh) Hy) =h" (W (y) =h (y) U™ (z) = M.
Since M is isotopic to V, according to [24, Theorem 2.4], the map ¥ o h is homotopic to a

continuous rational map f: X — S% The map f is stratified-regular, the variety X being
nonsingular. (Il

As a consequence, we obtain the following observation.

Remark 2.9. For any compact nonsingular real algebraic variety X, the inclusion
2HZ (X;7Z) € HEE, (X Z)

-str
holds for every positive integer k. Indeed, it suffices to prove that for any spherical cohomology
class u in H?*(X;Z), the cohomology class 2u is in HZ*, (X;Z). To this end, let h: X — S
be a continuous map with h*(sex) = u and let ¢: S?* — S?* be a continuous map of degree 2.
Then
(o h)(s2x) = h™ (" (s2k)) = A" (252k) = 2u.

Recall that Héﬁﬂg(SQk;Z) = H?¢(S?;7Z), cf. [6, Proposition 4.8]. Since, according to Lem-
ma 2.8, the map ¢ o h is homotopic to a stratified-regular map, it follows that the cohomology
class 2u is in HZE, (X;7Z).

It would be interesting to decide whether the nonsingularity of X in Remark 2.9 is essen-
tial. Dropping the nonsingularity assumption, we obtain below a weaker but useful result,
Lemma 2.12. First some preparation is necessary.

By a multiblowup of a real algebraic variety X we mean a regular map 7: X’ — X which is
the composition of a finite collection of blowups with nonsingular centers. If C' is a Zariski closed
subvariety of X and the restriction 7¢: X'\ 771(C) — X \ C of 7 is a biregular isomorphism,
then we say that the multiblowup 7 is over C.

A filtration of X is a finite sequence F = (X_1, Xp,...,X,,) of Zariski closed subvarieties
satisfying

=X 1CXyC---CX,,=X.

We will make use of the following result.
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Theorem 2.10 ([30, Theorem 5.4]). Let X be a compact real algebraic variety. For a topological
F-vector bundle §& on X, the following conditions are equivalent:
(a) The F-vector bundle & admits a stratified-algebraic structure.
(b) There exists a filtration F = (X_1,Xo,...,Xm) of X, and for each i = 0,...,m, there
exists a multiblowup m;: X! — X, over X;_1 such that the pullback F-vector bundle
w5 (€lx,) on X| admits a stratified-algebraic structure.

We now derive the following.

Lemma 2.11. Let X be a compact real algebraic variety. Let d be a positive integer and let 6 be a
topological F-vector bundle on S®. For any continuous map h: X — S* and any continuous map
¢: S?— S of degree 2, the pullback F-vector bundle (poh)*0 on X admits a stratified-algebraic
structure.

Proof. Let F = (X_1,Xo,...,Xm) be a filtration of X such that the variety X; \ X;_; is
nonsingular for 0 < ¢ < m. According to Hironaka’s theorem on resolution of singularities
[19, 22], for each ¢ = 0,...,m, there exists a multiblowup m;: X] — X; over X, ; with X/
nonsingular. In view of Theorem 2.10, the F-vector bundle £ = (¢ o h)*0 on X admits a
stratified-algebraic structure if and only if the F-vector bundle &; = 7 (£|x,) on X| admits a
stratified-algebraic structure for 0 < i < m. If e¢;: X; < X is the inclusion map, then

i =m;(e;§) = 7 (ej((poh)0)) = (pohoe;om)"d.

Since the variety X! is nonsingular and the map hoe; o m;: X — S? is continuous, according
to Lemma 2.8, the map ¢ o h o ¢; o m; is homotopic to a stratified-regular map f;: X/ — S<.
In particular, & = f0. We may assume that the F-vector bundle 6 is algebraic since each
topological F-vector bundle on S% admits an algebraic structure, cf. [34, Theorem 11.1] and
[7, Proposition 12.1.12; pp. 325, 326, 352]. Thus 6 is a stratified-algebraic F-vector bundle on
X|. Consequently, the F-vector bundle &; admits a stratified-algebraic structure, as required. [

Here is the result we have already alluded to in the comment following Remark 2.9.

Lemma 2.12. For any compact real algebraic variety X, the inclusion
2(k — )HZL(X;Z) C HES (X5 2).
holds for every positive integer k.
Proof. Let k be a positive integer. It suffices to prove that for every spherical cohomology class
win H?*(X;7Z), the cohomology class 2(k — 1)lu is in H2~, (X;7Z). To this end, let h: X — Sk

be a continuous map with h*(sqr) = u and let ¢: S?* — S?* be a continuous map of degree 2.
Then

(poh)*(s2k) = h™(p" (s2k)) = h* (2528) = 2u.
Now we choose a topological C-vector bundle 8 on S?* with cx(0) = (k — 1)!sas, cf. [2, p. 19]
or [18, p. 155]. Then

ck((poh) 0) = (po0) (cr(0)) = (woh)"((k—1)ls) = 2(k — 1)lu.

According to Lemma 2.11, the C-vector bundle (poh)*# on X admits a stratified-algebraic struc-
ture, and hence the cohomology class 2(k — 1)lu is in HZE, (X;Z). The proof is
complete. [l

The following result will be used in the proof of Theorem 1.6 and is also of independent
interest.
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Theorem 2.13. Let X be a compact real algebraic variety. Let k be a positive integer and let
0 be a topological F-vector bundle on S**, where F = C or F = H. For any continuous map
h: X — S?¢, the F-vector bundle h*0 @ h*0 on X admits a stratified-algebraic structure.

Proof. Let p: S?* — S?! be a continuous map of degree 2. Then

ck(¢*0c) = ™ (cx(0c)) = 2¢x(0c) = cr(0c @ Oc),

and hence the C-vector bundles ¢*fc and ¢ @ fc on S?* are stably equivalent, cf. [2, p. 19] or
[18, p. 155]. Consequently, the C-vector bundles

W (¢*0c) = (o h)*0c and h*(0c ® Oc) = (h*0 @ h*0)¢

on X are stably equivalent as well. By Lemma 2.11, the C-vector bundle (¢ o h)*¢c admits a
stratified-algebraic structure. Hence, according to Theorem 1.1, the C-vector bundle (h*0®h*6)¢
admits a stratified-algebraic structure. Now the proof is complete in view of Theorem 2.2. [J

The next three theorems are crucial for the proof of Theorem 1.3. We first consider H-vector
bundles. Note that for any H-vector bundle &, we have ¢;({c) = 0 for every odd positive integer
l.

Theorem 2.14. Let X be a compact real algebraic variety. For a topological H-vector bundle &
on X, the following conditions are equivalent:

(a) There exists a positive integer r such that the H-vector bundle £(r) admits a stratified-
algebraic structure.

(b) The H-vector bundle £ has property (rk) and there exists a positive integer a such that
the cohomology class acar(&c) is in Héf“str(X;Z) for every positive integer k satisfying
8k —2 <dim X.

Proof. If condition (a) is satisfied, then the C-vector bundle {c(r) admits a stratified-algebraic
structure, being isomorphic to (£(r))c. Thus condition (b) holds in view of Proposition 2.6.
Now assume that condition (b) is satisfied. By Proposition 2.7 and Lemma 2.12; there exists
a positive integer b such that the cohomology class beay (&c) is in HEF, (X;Z) for every posi-
tive integer k. Furthermore, ¢;(§c) = 0 for every odd positive integer I. Hence, according to
Proposition 2.6, there exists a positive integer r such that the C-vector bundle & (r) admits a
stratified-algebraic structure. Since the C-vector bundles &c(r) and (£(r))c are isomorphic, by
Theorem 2.2, the H-vector bundle £(r) admits a stratified-algebraic structure. Thus (b) implies
(a). The proof is complete. O

Recall that for any topological C-vector bundle &, the equality c(£) = (—1)*ci(€) holds for
every nonnegative integer k, cf. [31, p. 168].

Theorem 2.15. Let X be a compact real algebraic variety. For a topological C-vector bundle &
on X, the following conditions are equivalent:

(a) There exists a positive integer r such that the C-vector bundle &(r) admits a stratified-
algebraic structure.
(b) The C-vector bundle & has property (rk) and there exists a positive integer a such that

the cohomology class acay,(§ B E) is in HEF, (X;Z) for every positive integer k satisfying
8k —2 < dim X.

Proof. Since (H® &) = ¢ @€, the equality ¢;(H® &)¢) = (€ @ €) holds for every nonnegative
integer [. Furthermore, the C-vector bundle £ has property (rk) if and only if the H-vector
bundle H ® ¢ has it. Hence the proof is complete in view of Lemma 2.3 and Theorem 2.14. O
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Let € be an R-vector bundle. Recall that for any nonnegative integer k, the kth Pontryagin
class of ¢ is defined by p.(&) = (—1)*cor(C ® &).

Theorem 2.16. Let X be a compact real algebraic variety. For a topological R-vector bundle &
on X, the following conditions are equivalent:
(a) There exists a positive integer r such that the R-vector bundle () admits a stratified-
algebraic structure.
(b) The R-vector bundle & has property (tk) and there exists a positive integer a such that
the cohomology class apy(§) is in HEE, (X;7Z) for every positive integer k satisfying
8k —2 <dim X.

Proof. Assume that condition (a) is satisfied. Then the R-vector bundle £(r) has property (rk)
and hence £ has it as well. Furthermore, the C-vector bundle (C ® £)(r) admits a stratified-
algebraic structure, being isomorphic to C ® £(r). According to Proposition 2.6, for every
positive integer j, there exists a positive integer b; such that the cohomology class b;c;(C ® &)
is in Héfstr(X; Z). In particular, (a) implies (b) in view of the definition of pg(§).

Now assume that condition (b) is satisfied. By Proposition 2.7 and Lemma 2.12; there exists
a positive integer b such that the cohomology class beoy(C @ &) is in HZE, (X;Z) for every
positive integer k. Recall that 2¢;(C ® &) = 0 for every odd positive integer [, cf. [31, p. 174].
Hence, according to Proposition 2.6, the C-vector bundle (C®£)(g) admits a stratified-algebraic
structure for some positive integer ¢. In view of Lemma 2.4, the R-vector bundle £(2¢q) admits
a stratified-algebraic structure. Thus (b) implies (a). The proof is complete. O

We need one more technical result.
Lemma 2.17. Let X be a compact real algebraic variety. If the group Cc(X) is finite, then the
quotient group H* (X; Z)/Héfm(X; Z) is finite for every positive integer j. If the group I'p(X)
is finite, where F = R or F = H, then the quotient group H**(X;Z)/HZk, (X;Z) is finite for
every positive integer k.
Proof. Recall that the cohomology group H*(X;Z) is finitely generated, the variety X being
triangulable.

There exists a positive integer b such that for every positive integer j and every cohomology
class u in H%(X;7Z), one can find a topological C-vector bundle ¢ on X with

ci(§)=0for1<i<j—1andc;() =buy,

cf. [2, p. 19] or [18, p. 155, Theorem A]. We can choose such a C-vector bundle ¢ of constant
rank.

Assume that the group I'c(X) is finite and rI'c(X) = 0 for some positive integer r. Then the
C-vector bundle £(r) admits a stratified-algebraic structure, and hence the cohomology class

¢;(§(r)) =re; (§) = rbu

is in HZ, (X;Z). Thus the quotient group H? (X;Z)/HZ, (X;Z) is finite, as asserted.

Note that the complexification C ® &g of the R-vector bundle g satisfies

CRGR=EDE.

Similarly, for the quaternionization H ® £ of the C-vector bundle £, we have

HRE&c =EDE.

If the group I'g(X) is finite and ¢I'r(X) = 0 for some positive integer ¢, then the R-vector
bundle ¢r(q) admits a stratified-algebraic structure, and hence so do the C-vector bundles

C®&r(g) 2 (CO&)(g) = (E@E)(q).
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If the group I'y(X) is finite and ¢I'y(X) = 0, then the H-vector bundle (H ® &)(¢) admits a
stratified-algebraic structure, and hence so do the C-vector bundles

(H®&)(g)e = (He clq) = (D E)(9)-
Consequently, if ¢I'r(X) = 0, where F = R or F = H, then the Chern class ¢;((§ ®&)(q)) is in
Héfm(X; Z). Now suppose that j = 2k, where k is a positive integer. Then

(@€ =0for 1 <i<2k—1and cor(€DE) = 2¢0x(€) = 2bu,
which implies the equality
cor((€ @ €)() = gear (€ ® €) = 2qbu.

Thus the cohomology class 2qbu is in HZE, (X;7Z). In conclusion, the quotient group
HY™(X;2)/ He e (X5 Z)
is finite. The proof is complete. ([
We are now ready to prove the theorems announced in Section 1.

Proof of Theorem 1.3. In view of Lemma 2.17, condition (a) implies (b). By combining Theo-
rems 2.14, 2.15 and 2.16, we conclude that (b) implies (a). O

Proof of Theorem 1.4. It suffices to make use of Theorem 1.3 and Lemma 2.12. O

Proof of Theorem 1.6. Let n = dim X. According to Proposition 1.2, it suffices to prove that
for any topological F-vector bundle £ of constant positive rank on X, the F-vector bundle &(r)
admits a stratified-algebraic structure, where

_J2emB i <7
T 2002 ip gy =8,

If n < d(F), then a(n,F) = 1 and the F-vector bundle (1) = £ admits a stratified-algebraic
structure, cf. [30, Corollary 3.6].

Henceforth we assume that n > d(F) + 1.
The rest of the proof is divided into three steps.

Case 1. Suppose that F = H.

The 4-sphere S* can be identified (as a topological space) with the quaternionic projective
line P*(H). Let § be the H-line bundle on S* corresponding to the tautological H-line bundle on
P(H). Since 5 < n < 8, we have a(n,H) = 1.

First suppose that 5 < n < 7. Then £ can be expressed as £ = A ® ¢, where A and ¢
are topological H-vector bundles, rank A = 1 and ¢ is trivial, c¢f. [20, p. 99]. For the same
reason, the H-vector bundle A & X\ has a nowhere vanishing continuous section. Thus the H-line
bundle X is generated by two continuous sections. It follows that we can find a continuous map
h: X — S$* with A = h*0. According to Theorem 2.13, the H-vector bundle A ® A = A\(2) admits
a stratified-algebraic structure. Since £(2) = A(2) @ €(2), the H-vector bundle £(2) admits a
stratified-algebraic structure, as required.

Now suppose that n = 8. It remains to prove that the H-vector bundle £(8) admits a stratified-
algebraic structure. This can be done as follows. Let F = (X_1, Xo, ..., X,,) be a filtration of
X such that the variety X; \ X;_; is nonsingular of pure dimension for 0 < i < m. According
to Hironaka’s theorem on resolution of singularities [19, 22|, for each i = 0,...,m, there exists
a multiblowup m;: X] — X; over X;_; with X/ nonsingular of pure dimension. Consider the
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pullback H-vector bundle §; := 7} (£|x,) on X!. According to Theorem 2.10, it suffices to prove
that the H-vector bundle &;(8) admits a stratified-algebraic structure. If dim X} < 7, we already
established a stronger result, namely, &;(2) admits a stratified-algebraic structure. If dim X| = 8,
we choose a finite subset A; of X/ whose intersection with each connected component of X/
consists of one point. Let o;: X! — X/ be the blowup of X/ with center A;. We can replace
7+ X! — X, by the composite map o; o m;: X/ — X, and replace the H-vector bundle &; on
X/ by the H-vector bundle (o; o m;)*(§|x,) on X/. Note that X/’ is a compact nonsingular real
algebraic variety of pure dimension 8, and each connected component of X' is nonorientable
as a C* manifold. Thus in order to simplify notation we may assume that the variety X is
nonsingular of pure dimension 8, and each connected component of X is nonorientable as a C*
manifold. The last condition implies the equality 2H®(X;Z) = 0. Since ¢;(éc) = 0 for every odd
positive integer [, we get

c4((€(4))c) = ca(éc(4)) = 4ea(éc) + 6e2(éc) — c2(éc) =0

in H%(X;Z). The H-vector bundle £(4) can be expressed as the direct sum of a topological
H-vector bundle 7 of rank 2 and a trivial H-vector bundle, cf. [20, p. 99]. Then

ca(ne) = ca((€(4))c) = 0.

Recall that cy(nc) is the Euler class e(ngr) of the oriented R-vector bundle ng = (nc)r,
cf. [31, p. 159]. Interpreting e(ng) as an obstruction, we conclude that the H-vector bundle
71 has a nowhere vanishing continuous section, cf. [31, pp. 139, 140, 147] and [33]. Consequently,
the H-vector bundle £(4) can be expressed as £(4) = u@d, where p and d are topological H-vector
bundles, rank gy = 1 and ¢ is trivial.

Since £(8) = u(2) ®4(2), it suffices to prove that the H-vector bundle p(2) admits a stratified-
algebraic structure. Note that

ca((1(2))c) = ca((€(8))c) = 8ca(éc) + 28c2(éc) — ca(éc) =0

in H8(X;Z). Now, interpreting c4(u(2)) = e((1(2))r) as an obstruction, we get a nowhere
vanishing continuous section of ;(2). In other words, the H-line bundle u is generated by two
continuous sections. It follows that we can find a continuous map ¢g: X — S* with p = ¢g*6.
According to Theorem 2.13, the H-vector bundle pu @ p = p(2) admits a stratified-algebraic
structure. The proof of Case 1 is complete.

Case 2. Suppose that F = C.

Since n > 3, we have a(n,C) = a(n,H) + 1. Hence it suffices to apply Case 1 and Lemma 2.3
to the H-vector bundle H® &.

Case 3. Suppose that F = R.

Since n > 2, we have a(n,R) = a(n,C) + 1. Hence it suffices to apply Case 2 and Lemma 2.4
to the C-vector bundle C ® £.
The proof is complete. U

3. LINE BUNDLES

In this short section we concentrate our attention on C-line bundles. For any real algebraic
variety X, let VB%;(X ) denote the group of isomorphism classes of topological C-line bundles on
X (with operation induced by tensor product). Let VB, (X) be the subgroup of VB¢ (X) con-
sisting of the isomorphism classes of all C-line bundles admitting a stratified-algebraic structure.
Since X has the homotopy type of a compact polyhedron [7, pp. 217, 225], the group VB%;(X)
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is finitely generated, being isomorphic to the cohomology group H?(X;Z). In particular, the
quotient group

Pe(X) = VBr(X)/ VB g, (X)
is finitely generated. Thus the group I't(X) is finite if and only if rT&(X) = 0 for some positive

integer r. Furthermore, the latter condition holds if and only if for every topological C-line
bundle A on X its rth tensor power A®*" admits a stratified-algebraic structure.

Proposition 3.1. Let X be a real algebraic variety. For any topological C-line bundle A\ on X
and positive integer r, if X(r) admits a stratified-algebraic structure, then so does \*7.

Proof. If the C-vector bundle A(r) admits a stratified-algebraic structure, then so does the C-line
bundle det A(r), cf. [30, Proposition 3.15]. Here det A(r) stands for the rth exterior power of
A(r). The proof is complete since the C-line bundles det A(r) and A®" are isomorphic. O

As a consequence, we obtain the following.

Corollary 3.2. Let X be a compact real algebraic variety. If r is a positive integer and
rTc(X) =0, then rTL(X) = 0.

Proof. 1t suffices to make use of Propositions 1.2 and 3.1. O

Corollary 3.3. For any compact real algebraic variety X of dimension at most 8, the group
TL(X) is finite and
2a(dimX,(C)+a(X)F%:(X) =0,

where a(X) =0 4f dim X <7 and a(X) =2 if dim X = 8.
Proof. This follows from Theorem 1.6 and Corollary 3.2. (]

A different proof of Corollary 3.3 for varieties of dimension at most 5 is given in [28]. It is
plausible that 2I':(X) = 0 for every compact real algebraic variety X, cf. [28, Conjecture B,
Proposition 1.5]. This is confirmed by Corollary 3.3 for dim X < 4. Without restrictions on the
dimension of X we have the following.

Theorem 3.4. Let X be a compact real algebraic variety with prh(X;Z) = H?*(X;Z). Then
the group T&(X) is finite and 2TL(X) = 0.

Proof. According to Lemma 2.12, 2H?(X;Z) C HZ . (X;Z). Hence for any topological C-line
bundle A on X, the Chern class ¢1(A®?) = 2¢1(A) is in HZ, (X;Z).

In view of [30, Proposition 8.6], the C-line bundle A®? admits a stratified-algebraic structure.
Thus 2T'L(X) = 0, as asserted. O

The following special case is of interest.

Corollary 3.5. Let X be a compact real algebraic variety. If each connected component of X is

homotopically equivalent to S™ x --- x S for some positive integers di, . .. ,d,, then the group

TL(X) is finite and 2T'L(X) = 0.

Proof. Since Hszph(X; 7) = H?*(X;7Z), it suffices to apply Theorem 3.4. O
According to [30, Example 7.10], there exists a nonsingular real algebraic variety X diffeo-

morphic to the n-fold product S' x -+ x S, n >3, with I'L(X) # 0.
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1. INTRODUCTION

Given a variety X defined over an algebraically closed field of characteristic 0, we are often not
able to exhibit an explicit resolution of its singularities; on the other hand there are infinitely
many resolutions of singularities of X giving extra information which is not intrinsic to the
singularity. The need for understanding the information which is common to all the resolutions
of singularities of a given space X led Nash (in [22]) to study the arc space of X. See also [6, 24]
for more details. This paper follows this line of thoughts. The difference here is that we are
interested in the embedded resolutions of singularities of X C A™.

For this purpose, we replace the arc space X, of X with the jet schemes of X: the arc space
X of X is the space of germs of formal curves drawn on X. The jet schemes are a family of finite
dimensional schemes indexed by integers which approximate the infinite dimensional arc space;
for m € N, the m-th jet scheme X, of X, can be thought of as the space of arcs in the ambient
space A™ whose “contact” with X is greater or equal to m + 1; this gives the intuition why
these schemes should detect information about embedded resolutions of singularities. The main
question considered in this paper is: can we construct an embedded resolution of singularities
from the jet schemes of X C A™? More precisely, we ask the following much less optimistic
question:

(%) Can one construct an embedded resolution of singularities of X C A™ from the irreducible
components of the space X359 of jets centered at the singular locus of X C A™?

m

This question is studied in [18, 17, 15, 20]. In [20], the authors proved that the irreducible
components of the jet schemes centered at the singular locus of a rational double point surface
singularity (known also as “simple singularities” in the literature) give a minimal embedded
resolution by a birational toric modification of the ambient space. Equivalently, a certain natural
family of the irreducible components of the jet schemes of X centered at the singular point 0 X9, is
in bijection with the divisorial valuations whose center is a toric divisor on every toric embedded
resolution; this bijection is actually a conceptual correspondence since one can associate with
any irreducible component of X9 a divisorial valuation centered at the origin of A™ (see [5]).

In general, such a statement is hopeless: indeed, even for an irreducible plane curve singularity
(say, for the cusp {y? — 2% = 0} C A?), the irreducible components of the jet schemes centered at
the origin give divisorial valuations which do not appear in the minimal embedded resolution of
the curve singularity (in that case, the minimal embedded resolution makes sense and is unique).
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The answer to () is no in general. Indeed, consider the three-dimensional variety defined by
X ={a?+y*+ 22 +w° =0} Cc AL

It has an isolated singularity at the origin 0. On the one hand, by a direct computation, we
see that the jet schemes X0 centered at 0 are irreducible for every m > 1. On the other hand,
we have two exceptional (irreducible) divisors that appear on every embedded resolution of the
singularity (at least those which correspond to the two essential divisors appearing in the abstract
resolution of the origin 0 ) of X; these are the divisors associated with the monomial valuations
on k[x,y,z,w] defined by the vectors (1,1,1,1) and (2,2,2,1). The valuation associated with
the vector (2,2,2,1) does not correspond to any of the schemes X0, with m > 1. Note that this
example is one of the counterexamples to the Nash problem given in [12]; note also that the
Nash correspondence is bijective in dimension 2 [8, 9] but there are many counter-examples in
higher dimension ([11, 7]). This suggests that a reasonable frame to study the question (x) is
the surface singularities.

In this paper we study the question (%) for a family of hypersurface singularities whose normal-
izations are rational triple point singularities (RTP-singularities, for short). These hypersurfaces
are classified in [1] and are called the non-isolated forms of RTP-singularities. We prove that,
for this class of singularities, the answer to () is positive. When X is of that type, we determine
again a natural family of irreducible components of X579 m > 1 whose associated divisorial
valuations are monomial, hence defined by some vectors in N3. For all of the non-isolated forms
of RTP-singularities except when X is of type By_1 2,—1, we show that these vectors give a
regular subdivision ¥ of the dual Newton fan of X and hence a nonsingular toric variety Zs;
since our singularities are Newton non-degenerate [27, 2, 1], this gives a birational toric mor-
phism Zs, — A® which is an embedded resolution of X C A?; the irreducible components of
the exceptional divisor correspond to the natural set of irreducible components of X9,

When X is of type By_1,2;—1, we again build a toric embedded resolution from the irreducible
components of the jet schemes which does not factor through the toric map associated with the
dual Newton fan (such resolutions of non-degenerate singularities also appear when one consid-
ers an embedded resolution in family [14]). This again shows mysteriously that the jet schemes
tell us something about the “minimality” of the embedded resolution, as in the case of rational
double point singularities.

The paper is organized as follows: Section 2 present a reminder on RTP-singularities. Section
3 is devoted to jet schemes and how one can associate a divisorial valuation with a component
of the jet schemes; it also contains a summary of the approach to the embedded resolutions
which will be constructed in the sequel. Each of the remaining sections is devoted to a class of
RTP-singularities (given in the table of contents above): we compute each of the jet schemes and
present the results in the jet graph (see Section 3). We then give the toric embedded resolution
which comes from the jet schemes. We give the explicit computations with all details for the
classes Eg0 and Ax_1,—1,m—1. For the other classes, except a subclass of the type B, we proceed
similarly, so we present here only the results of the computations. The case Bj_1,2;—1 with & > [
is treated in detail as its behavior is completely different from the other cases. This is related
to the fact that the abstract toric resolution of Bj_1 ;-1 which is obtained from a subdivision
of the two dimensional cones of the dual Newton fan is not minimal [1].

Acknowledgements. We are grateful to the two referees for their comments and corrections
which greatly improved the article. The third author would like also to thank the UMI fibonacci
(Pisa) and the Lama (University of Savoie-Montblanc (Chambéry)) for their hospitality during
the preparation of this work.
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2. RTP-SINGULARITIES

Let X denote a germ of a surface (X,0) C (CV,0) having a singularity at 0. We say that the
singularity of X is rational if Hl(X, O%) = 0 where 7 : X —» X is a resolution of X. This
definition does not depend on the resolution 7. It is well known that the rational singularities of
complex surfaces have nice combinatorial properties which can be computed via their resolutions.
In [3], the rational singularities of multiplicity 3 are classified by their dual graphs associated
with the irreducible components of the minimal resolutions. For short, we call RTP-singularities
this class of rational singularities. They are among the surface singularities defined in C* and,
each of which is defined by three equations given in [26]. The classification problem of rational
singularities of multiplicity m > 3 is well studied in [13] and [25].

In [1], the authors obtain the equations of a class of hypersurfaces in C* having nonisolated
singularities obtained by projecting the equations of RTP-singularities to a generic hyperplane
in C* and, they call them the non-isolated forms of RTP-singularities since the normalizations
of these hypersurfaces in C? are exactly the RTP-singularities. They also show that:

Theorem 2.1. The RTP-singularities are non-degenerate with respect to their Newton polyhe-
dron. In particular, they can be resolved by a toric birational map Z — C*.

In [1], the dual graph of the minimal resolution for all RTP-singularities, except those of
type By_1.21—1 for k > [ (see Section 6) are constructed by refining the dual Newton fan of
the corresponding non-isolated forms of RTP-singularity (see also [23, 27]). In the case of the
nonisolated form of a rational singularity of type By_1,2;—1 with k£ > [, the resolution obtained
by the subdivision of the corresponding dual Newton fan is not minimal: consider the vectors
R:=(20-2,2,2k+1), Q := (2k—1+2,1,2k—1+2), P:= (I-1,1,1-1), V := (2k—1,1,2k—1+1)
and U := (I — 1, 1,1) coming out in the subdivision of the dual Newton fan of that singularity:

-1 -2 -2 -3

Q vV R 2-2-2-2-2-2=
-2

FIGURE 1. Dual Newton fan of a Bj_1 9;—1 singularity (with & > [), and its
dual (abstract) resolution graph

Using [23], one can compute the self-intersections of the irreducible components of the ex-
ceptional divisors corresponding to these vectors; they are given by the number decorating the
dual graph given on the right-hand side. We omit the genus decorations which are all 0 in this
case. The exceptional component corresponding to the vector @ has self-intersection (—1); by
Castelnuovo’s criterion, (cf. for example [10], chapter V), that component can be contracted to
a nonsingular point without creating singularities. If we continue to contract each (—1)-curve
and neighboring components accordingly we obtain a (—3)-curve on the segment [QR] and the
dual graph of the minimal resolution of the RTP-singularity of type Bi_12i-1, k > (.
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3. JET SCHEMES

Let k be an algebraically closed field of arbitrary characteristic and X be a k-algebraic variety.
For m € N, the jet scheme X, is the scheme representing the functor

k-Schemes — Sets
Spec(A) — Homy, (Spec (A[t]/(t™1)) , X)

where A is a k-algebra. The closed points of X,,, are in bijection with the k[t]/(t™ 1) points of
X. By definition, we have Xy = X. Moreover, for m,p € N with m > p, we have a canonical
projection 7., , : X, — X, which is induced by the surjection A[t]/(t™*!) — Alt]/(tPT1).
These morphisms are affine and verify 7, ,, 0 Ty m = 7q,p for p < m < g; they define a projective
system whose limit is a scheme that we denote X, and which is called the arc space of X.
Let us denote the canonical projection m, o : X, — Xo by 7, and, the canonical morphisms
Xoo — X by Uy

We show here for a surface X = {f = 0} C k? (since the varieties that we are considering are
defined this way) that the functor of the jet schemes is representable; this explains also how one

determines jet schemes. We have
klz,y, 2]

)
For a k—algebra A, an element v in F,,(Spec(A)) corresponds to a k—algebra homomorphism
o klz,y, 2] Alt]

3 — .
(f) (tm+)
The data of such a v is equivalent to the data of
Y (x) = x(t) = 2o + 1t + - - + 2™ € A[t]/ (™),
V() =y(t) = yo +yrt + - +ymt™ € A[t]/ "),
Y (2) = 2(t) = z0 + 21t + - - + zt™ € Aft]/( );

X = Spec

tm+1
tm+1
such that

fla(t),y(t), 2(t) = Fo+ Fit + -+ + Ept™ + -+ = 0mod (™).
Here, for i > 0, F; is simply the coefficient of #* in the expanding of f(z(t),y(t), z(t)).

Hence, the data of such a v is equivalent to the data of x;,y;,2; € A with j = 0,...,m
such that F;(zo, yo, 20, - - -, Ti, Yi, 2;) = 0 with ¢ = 0,...,m. This is equivalent to determining an
A-point of the scheme
Kz, yi,2i31=0,...,m]

(Fo,...,Fn) ’
which then represents the functor F,, and, is by definition the m-th jet scheme of X.

X, := Spec

From now on, we assume that X is a surface in C* defined by {f(z,y,2) = 0} and Y is a
subvariety of X. Let m € N We denote by XY := 71(Y). We consider a special type of the
irreducible components of XY ,m € N where Y is the singular locus of X or Y C X is a curve
contained in a coordinate hyperplane of C3. To such Y, we associate a divisorial valuation over
C? with an irreducible component C,, C XY in the following way.

Let 42, : C3, — C32, be the truncation morphism associated with the ambient space C3,
here the exponent “a” stands for ambient map . The morphism % is a trivial fibration, hence
Y2 " H(Cpm) is an irreducible cylinder in C3,. Let 1 be the generic point of ¥% ~'(C,n). By

m
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Corollary 2.6 in [5], the map v, : C[x,y,z] — N defined by v¢ , (h) = ordih o is a divisorial
valuation on C3.

To each irreducible component C,, of XY, let us associate a vector, called the weight vector,
in the following way:

v(Cm) = (ve,, (2), e, (y), ve,, (2)) € N°.
Now, we want to characterize the irreducible components of XY that will allow us to construct
an embedded resolution of X: For p € N, we consider the following cylinder in the arc space:

Cont?(f) = {y € C3;ord, f oy = p}.

Definition 3.1. Let X : {f = 0} be a surface in C® and let Y be a subvariety of X.
(¢) The elements of the set:

EC(X) := {Irreducible components C,, of XY such that 1% ~(C,,) N Cont™ 1 f # 0

and v(Cy,) # v(Cpy—1) for any component C,—1 verifying mm, m—1(Cm) C Cr—1,m > 1}
are called the essential components for X.
(#i) the elements of the set of associated valuations:

EV(X):={ve, , Cmn € EC(X)},
are called embedded-valuations for X.

This means that the elements of EV(X) appear in the embedded toric resolution of X. We
will be interested in a subset of EV (X), which gives us an embedded resolution. In the following
sections, in order to determine such a subset when X is a non-isolated form of an RTP-singularity,
we will study the m-th jet schemes of X, for m < [ with [ large enough. We will encode the
structure of these jet schemes by a levelled graph whose vertices correspond to the irreducible
components of XY for an integer m; two vertices at the level m and m — 1 are joined by an edge
if the transition morphism 7y, ,»_1 sends the corresponding components one into the other [16].
An element of EV(X) corresponding to a component C,,, € EC(X) is actually a monomial (or
toric) valuation (see proposition 2.3 in [20]) and is defined by the vector v(Cp,) = (a,b,c): this
means that, for h = Z{(myk)} a(iyj’k)xiyjzk € Clz,y, z] we have:

VCm(h) = min{(i7j7k)|a(i’j)k)¢0}{ai +bj + Ck}

By subdividing the first quadrant of R? using the vectors v(C,,) for some C,, € EC(X), we
obtain a fan ¥ whose support is the first quadrant of R® and whose one dimensional cones are
generated by these v(C,,)’s. Note that one can obtain different fans from a set of vectors in R3,
depending on the way one relies the vertices and, some of them may not be regular, but here we
are interested in finding a regular fan. Hence we have a proper birational map puy : Zy, — C3
where Zy is smooth and the irreducible components of the exceptional divisor of uy correspond
to the vectors v(C,,,) that we consider. More precisely, the divisorial valuations corresponding to
the irreducible components of the exceptional divisor of ux are exactly the v¢,, associated with
the components C,, that we consider.

We will find such a regular fan ¥ for a non-isolated form X of an RTP-singularity which is
not of the type By_1,21—1 (i.e we will construct ¥ using the vectors of type v(Cp,)) that refines
the dual Newton fan of X C C3. Thanks to Varchenko’s theorem [27], this gives that us is
an embedded resolution of X C C3. On the other hand, for a Bj;—1,21—1-singularity, we cannot
apply Varchenko’s theorem because there is no ¥ refining the dual Newton fan as described
above; nevertheless we build a regular fan ¥ satisfying the properties above and, we prove by
studying the total transform of our singularity by us that ux : Zy — C? is an embedded
resolution of the Bj_; ;1 singularity.
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4. RTP-SINGULARITIES OF TYPE Fj
The singularity of X C C? defined by the equation:
fla,y,2) =2 +y’z + 2%y’ =0

is called Eg o-type singularity. Its dual Newton fan is given in Figure 2.

In this section, we compute explicitly the m-th jet schemes (for m < 18) and we determine
a subset of FV(X) which gives a regular subdivision of the dual Newton fan as explained in
the previous section. We represent the irreducible components as a graph in Figure 3, where
we also weight the vertex associated with a component C,, by the vector v(C,,) also defined in
the previous section. For a component C,, which projects by the maps 7y, m—1 given in Section
3 on a monomial component (i.e. a component whose associated valuation is monomial) C,,—1,
which is not itself monomial; we also weight the associated vertex by the unique non-monomial
equation which, together with the hyperplane coordinates C,,_1, defines C,,,. That helps for the
computations of the irreducible components in the process. Here we do not pay much attention to
the edges since they are not relevant for the problem at hand. The arrows in Figure 3 correspond
to a component C,, such that the inverse image of a dense open set in it gives an irreducible
component for every n > m. First let us fix some notations:

FIGURE 2. Dual Newton fan of Fg ¢ singularity

Notation: Let

() f(ixtiytizt) :z:ZmFiti mod (™ +1).
=0 =0 =0

i=0
We know that (e.g. [20]) the m-th jet scheme X, is defined by the ideal
Im = (Fo, F17 - ,Fm) C C[l’i7yi, ZZ,’L = O7 - ,’ITL].

4.1. Jet Schemes of Esy. For m > 1, we will determine the irreducible components of the
space of m—jets that projects on the singular locus of X, i.e. the irreducible components of
XSing . — ﬂfnfo(V(yo, 20)) C X C Spec(Clzy, ys, i34 = 0,...,m]) = C3 ; here V(I) denotes the
variety defined by an ideal I and C3, is the m-th jet scheme of the affine three dimensional space
C3; we insist here that when considering X 9 for a given m, the symbol V (I) designates the
variety defined by an ideal I in C2,. Recall that m,,, : X,, — Xo = X. We also insist on the
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fact that we consider only the reduced structure of these schemes.

For m = 1, we have Xfmg = V(yo,20) C Spec(Clz;,yi,2i;4 = 0,1]) because, if we put

Yo = 2o = 0 in the equation (x) we get Fy = F; = 0 modulo the ideal (yo, 29). Hence, Xfmg

consists of a unique irreducible component, denoted by C; 1. The weight vector of Cy 1 is (0,1, 1).

For m = 2, we have XQSi"g = 712_&((31,1); this uses the fact mo g = m1 gom2 1. A direct computation
using the equation (x) gives:

Fy = gy} mod (yo, 20)-
Hence X5 = V(yo, 20, 22y2) C Spec(Clay, yi, zi;i = 0,1,2]) = C3. We deduce that X3 has
two irreducible components Ca1 := V (y0, 20, Zo) and Ca 2 := V(yo, 20, y1) both are sent via 7o ;

into Cy 1; there weight vectors are respectively (1,1, 1) and (0, 2,1). These vectors are represented
in Figure 3 at the levels m =1 and m = 2.

For m = 3, using the fact w39 = w2, 0 73 9, it is sufficient to study wi%(Czﬁj) with 7 = 1,2 to
understand X 35 ing,

e To find 71'3_% (C2,1), we compute F3 modulo the ideal (o, yo, z0) and we obtain:
F3 = 2} mod(x0, Yo, 20);
Hence we obtain that Cs; := wgé(cg,l) = V(x0, Y0, 20, 21) is irreducible.

e Similarly, we obtain that C3 o := ﬂgé(cg,g) = V(yo, Y1, 20, 21) is irreducible.
So we have Xégmg = C3,1 UC3,2 where C31 and C3 o are both irreducible and clearly there is no
inclusions between them: indeed, Cs 1 is included in V' (zg) but Cs 2 is not and, Cs 2 is included in
V(y1) but C3 1 is not. We conclude that C3 1 and Cs 5 are the irreducible components of Xg?mg.

Their associated weight vectors are respectively (1,1,2) and (0, 2,2).

For m = 4, as in the previous case, it is sufficient to consider W;% (Cs,5), with j = 1,2. As the
computations go almost in the same way, we just announce what we obtain:

e To determine 77;;) (Cs,1) we compute Fy modulo the ideal (zg, Yo, 20, 21). We have
Fy = z3y} mod (0, Yo, 20, 21)-
Hence, 774_3 (Cs,1) has 2 irreducible components

Cs1 = V(20,90,Y1,20,21) and Cy2 = V(x0,y0,21, 20, 21)-

e Similarly we have 7r4_7§ (C3,2) = C4.1 UCy,3 where Cq3 =V (Y0, y1,Y2, 21, 20)-
Then we get
X9 =y UCiaUCys
which is a decomposition into irreducible varieties. Using a similar argument as in the case of
m = 3, we conclude that there are no mutual inclusions between these components; hence this

is the decomposition into irreducible components. The corresponding weight vectors of C4,1,Ca,2
and C4 3 are respectively (1,2,2),(2,1,2) and (0, 3,2). Figure 3 encodes also this information.

For m =5, we have

XSS"“] = Wg)i(C4,1) @] wii(&l,g) @] F;i(cél,?,) c C3.

)
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e To determine 7r5_7i (C4,1), we compute F5 modulo (zg, Yo, Y1, 20, 21) that we find to be 0.
We deduce, that Cs 1 := 71{1 (Cs1) = V(x0,Y0, Y1, %0, 21) is irreducible. A small attention
here is needed: The varieties C4,; and Cs;; are not the same; they are defined by the
same equations but in different rings; they actually define the same valuation on C? (see
Proposition 2.3 in [20]).

e Computing F5 modulo the ideal (xg,21, Yo, 20, 21), we find F5 = y3z, = 0. So w;i(@’g)
is the union of V(xo, z1, Yo, Y1, 20, 21) and Cs 2 := V(xo, z1, Yo, 21, 20, 22)-
e As for 7T5_,i (C4,1), computing Fs modulo (yo,y1, Y2, 20, 21) we find zero. This gives that
Cs,3 = 7'('57)41(04’3) = V(yo,y1, 20, 21, 22)is irreducible.
Hence we obtain
XM = C51UC52 UV (20,21,50, Y1, 20, 21) U Cs. 3.

Since V (o, 1, Y0, Y1, 20, 21) is included in Cs 1, the decomposition
XéS’ing = C5,1 U C5,2 U C5,3

is the decomposition into the irreducible components. Moreover, the weight vectors of Cs ; for
j=1,2,3are (1,2,2),(2,1,3) and (0, 3,2) respectively.

For m = 6, we have
Si - - _
Xg'" = m55(Cs5,1) Umg 5(Cs,2) Umg 5(Cs,3) C CG.
e To determine ﬁaé (Cs,1), we compute Fg modulo the ideal (xo, Yo, y1, 20, 21) and we find

Cﬁ,l = 776_,51’;(05,1) - V('r07y07y1720azl723 + Jﬁyg) C (Cg

Notice that Cg1 is isomorphic to the product of an affine space and the hypersurface
defined by {z3 + 22y2 = 0}; this hypersurface is a Hirzebruch-Jung singularity which
is well known to be an irreducible quasi-ordinary singularity [4]; in particular Cg; is
irreducible. Actually, we will see that Cs; will give rise to an irreducible component of
Xg "9 whose weight vector is same as the weight vector associated with Cs 1, so it is not
an essential component (see definition above): the divisorial valuation associated with it
is not monomial while a divisorial valuation associated with an essential component is
monomial. Before we continue to study on X5, let us consider nl(Ce,1) for m > 7:

For this, we will stratify Cg i into its regular locus and its singular locus which are
defined respectively by 21 = 2z = 0 and ys = 29 = 0. The inverse images

7777,%(06,1 N {.Z’l = Z9 = 0}) and ﬂ;é(CGJ N {y2 = Z2 = 0})

will give the irreducible components of X2 looking like the irreducible components
that we have studied before which are the essential components, so give the new weight
vectors. The inverse image of the regular part of Cs; with respect to m,, 6, with m > 7
is equal to 7T;L716(C(5,1 N {22 # 0}); this latter is defined in C3, N {z2 # 0} by the ideal
generated by o, Yo, 1, 20, 21, 25 + 23y3 and

*
Fj = Cjz32j-3 + Hj(xl, sy Ti5,Y2, -5 Yj—4, 23, .- .,Zj,;),),Cj eC

for 7 < j < m. The functions F; are linear as we can invert cjzs # 0. Then the Zariski

closure 77;,16 (Cs,1 N {22 # 0}) is irreducible and, is actually an irreducible component of

X339 for every m < 7. Note that the weight vector of W;?G(Cg,l N{z #0}) is (1,2,2)
which is same as the one for Cg ; and for Cs ;; hence they don’t give an essential component.
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They are encoded in Figure 3 by the dashed arrow which starts at the vertex weighted

by the vector (1,2,2) and the equation 235 + z3y35 = 0.

e To determine 7r6_7é(C572), we compute Fg modulo the ideal (xq, z1, yo, 20, 21, 22) and we find
that Fs = y3(22y1 + 23). So 71'67’51)(65’2) is the union of Cs 2 = V(x0, 21, Y0, Y1, 20, 21, 22)
and Cg 3 := V(z0, 1, Y0, 21, 20, 22, 23y1 + x3) which are both irreducible. We note that
71';1716 (Cs,3) is irreducible for every m > 7 and gives rise to an irreducible component of
X259 for every m > 7. The irreducibility of the inverse image results from the fact that
Cs,3 is the product of an affine space and an A;-singularity and the jet schemes of such
singularity are irreducible [21, 19] (what applies here for A; is also true for any rational
singularity). The components of 71-;1}6(0673) are not the essential components, they are
associated with non-monomial valuations and they have the same weight vector, namely
(2,1, 3). They are encoded in Figure 3 (to the most right of the graph) by the dashed arrow
which starts at the vertex weighted by the vector (2,1,3) and the equation 3 + z3y; = 0.

e To determine g é(C5,3), we compute Fg modulo the ideal (yo,y1,¥y2, 20, 21) and we find
that Fg = 23 + z2y3. Hence

Co4 =745 (Cs.3) = V (Yo, Y1, Y2, 20, 21, 75 + 0y3)

is irreducible. By the same argument as in the case of 7T;L716(CG,1), the inverse images
F;’é (Cs,a N{xo = 22 = 0}) and wgé(c6,4 N{ys = zo = 0}) will give rise to the irreducible

components of X7 the Zariski closure Toni6(Co,4 N {22 # 0}) is irreducible and is actu-
ally an irreducible component of X579 for every m > 7. This is encoded in Figure 3 by
the dashed arrow starting at the vertex weighted by the vector (0, 3,2) and the equation
3 2,2
25 + ZpY3-
To summarize, we obtain Xégmg = Cp,1 UCg2UCs3 U Cgaq where each Cg; for j = 1...,4
is irreducible. Obviously, C¢.2 C Cs,1 and, using the same argument as in the case of m = 3,
we verify that there is no inclusion among the remaining Cs ;’s. Hence we get the irreducible
decomposition
X5™ = Cs1UCo3UCsa
with the respective weight vectors (1,2,2), (2,1, 3) and (0, 3,2).

For m =7, by the above discussions, we have a stratification

X?ing = 71'77’%(66’1 N {.’,Cl = 29 = 0}) U W'Zé(cﬁ,l N {y2 =22 = 0}) U Tr;,é(cﬁal n {Z2 # 0})U

776(Co,3) Uy §(Coa N {ys = 22 = 0}) U, 5(Coa N {22 # 0})

which is the decomposition into irreducible components; indeed, on the one hand using the same
argument as for m = 3, there is no inclusions between w7 é (Cs,3) and the other components;
on the other hand, the other components are clearly not equal, this means that there are no
inclusions between them because they are irreducible and they have the same dimension (actually
codimension 7 in C3).

Note that the codimension is easy to compute since the equations are either hyperplane
coordinates in C3 or we consider the closure of a constructible set which is defined by hyper-

plane coordinates and by linear equations. The weight vectors are respectively (2,2, 3), (1, 3, 3),
(1,2,2), (2,1,3), (0,4,3), and (0, 3, 3). Moreover we have

WE%(C(;A n {(L‘o =29 = 0}) = 71'777(15(66’1 n {y2 = 29 = 0})
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We should also note that although Cg2 is not an irreducible component, its inverse image
W;é (Cé,2) which is equal to ﬂ;,é (Cs,1 N {y2 = 22 = 0}) gives an irreducible component.

We have gone through the arguments which allow to determine all the irreducible compo-
nents of X9 for m < 18. This is encoded in Figure 3. Note that 18 is the quasi-degree of the
weighted homogeneous polynomial defining our singularity.

One last important thing is that the axis Y = {& = z = 0} is drawn on our singularity.
We determine the essential components of XY . m > 0, we find V(xg,20) C Xo C CJ and
V(xo, 20,21) C X1 C C3 whose weight vectors are respectively (1,0,1), (1,0,2).

To conclude, the essential components are the irreducible components of XZ (where Z is the
singular locus of X or Z =Y is the y-axis) whose defining equations are hyperplane coordinates
and, their associated valuations are monomial and determined with their weight vectors. Hence
we get the graph in Figure 3 for the jet schemes.

Proposition 4.1. For an Ego-singularity, the monomial valuations associated with the vec-
tors (0,1,1),(0,2,1),(1,1,1),(0,3,2),(1,1,2),(1,2,2),(2,1,2),(2,1,3),(2,2,3),(3,2,3),(3,2,4),
(3,3,4),(4,3,5),(5,4,6) belong to EV(X).

ro,m) 1,0,1) 0
1,0,2) 1

(0,2,1) /\(1,1,1) 2
(0,2,2) 3
4

5

6

7

8

9

IS
w
Il
o
—
o

z2y? = 11

e T2+yz=0 12
o P Hydz+y?a?=0 13
z—iy=0 14
2B a2z =0 15

e 2t+iy=0 16
17

18

FIGURE 3. Jets schemes of Eg g

4.2. Toric Embedded Resolution of Fs,. Now we are ready to announce the main result
for the surface X of type Ejg o-singularity.
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Theorem 4.2. There exists a toric birational map ps : Zy —> C3 which is an embedded
resolution of X C C3 such that the components of the exceptional divisor of ps correspond to
the irreducible components of the m-th jet schemes of X (centered at the singular locus and
the intersection of X with the coordinate hyperplane). Moreover this yields a construction (not
canonical) of py.

Proof. By [27, 23, 1] (see also [20] for a summary), an embedded resolution of X C C? can be
obtained by constructing a regular subdivision of the dual Newton fan of X C C3. The dual
Newton fan X for Eg o is presented in Figure 2 .

FIGURE 4. An embedded resolution of Eg

In Figure 4, we give a regular subdivision ¥ where the rays (cones of dimension 1) are the
lines supported by the vectors given in proposition 4.1. To see that this is a regular subdivision,
it is sufficient to show that each cone is regular (means that the determinant of the matrix whose
columns are any three vectors generating a cone of ¥ equals 1). Moreover the 1-dimensional
cones (rays) are in bijective correspondence with the components of the exceptional divisors.

O

5. RTP-SINGULARITIES OF TYPE Ag_1;-1m—1

The singularity of X C C? defined by the equations:
e k>/(>m,
e (x+yk + o +ym)ykz+y2k+€ —0,
e k=/0<m,
2,3 4 (m _ yk)ZZ _ (.’L‘ + yk + ym)ykz + y2k+m 0.
is called Ag_1,—1,m—1-type singularity where k,¢,m > 1.
5.1. Jet Schemes and toric Embedded resolution of A;_1;_1,»,—1 when k=1 <m. The

singular locus is {y = z = 0}. So we compute the jets schemes over {y = z = 0}. The graph
representing the irreducible components of the jet schemes of Ay_1 ;-1 m—1 is in Figure 5

Theorem 5.1. With the preceding notation, the monomial valuations associated with the vectors
e (0,1,1),(0,1,2),...(0,1,k +m)
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o (s,1,8),...,(s,1l,m+k—s5)1<s<k-1

hd (k717k)7""(k71’m)
belong to EV(X). Moreover, these vectors give a toric birational map px, : Zx, — C3 which is
an embedded resolution of X C C? (in the neighborhood of the origin) such that the components
of the exceptional divisor of us. correspond to the monomial valuations defined by them; hence

they correspond to the irreducible components of the m-th jet schemes of X (centered at the
singular locus and the intersection of X with the coordinate hyperplanes).

222 —xyFz =0 '
° zykz =0 2
o FHw2=0 3
y2htm _ ok g 4
° aykz 42k =0 5

y2htm ey g2k — 0
23 pa2? —yke? —ayka 42k =0

° zz2 =0

2k-1

2k

2k+1
2k+2
2k+3
&k-1,1,k1)
. 0,1,2k-1) ° 3k-2
(1,1,2k .
0,1,2k) : 3k-1
3k
}k+1.2,k+1)
! I
(k,1,m) g (0,1,k+m) ° 2k+m
¥ 0.2,k + 2+ [152))

FIGURE 5. Jets schemes of Ay_1 x—1.m—1
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Proof. The first part of the theorem results from the jet graph. Before showing that the given
vectors give a simplicial regular decomposition of the dual Newton fan of Ax_1 x—1,m—1, let us
study their positions in the fan:

e for all 0 < s <k, we have (s,1,k) € [(0,1,k), (k, 1, k)]

e for all 0 < s <k, we have (s,1,k+m —s) € [(0,1,k+m), (k,1,m)]:

k 0 s k 0 s
1 1 1 = 0 1 1 |=0
m k+m k+m-—s -k k+m -—s

e the vectors (o, 1,1+ a+ 1) for all 0 < a < k are aligned, for each 0 <1 < k.

FIGURE 6. Dual Newton fan of Ay_1 x—1,m—1 and an embedded resolution for A5 3

Now let us decompose each subcone C; into regular cones:

Decomposition of C;: The cone C; contains the vectors (k, 1, 8) for k < § < m—1. They are
k k 1
on the skeleton of the fan. For k < 8 < m — 1, we have: 1 1 0|=1
8 B+1 0
Decomposition of Cy: The cone Cy contains the vectors (1,1,1),..., (k, 1, k) which are on the
1 a a+1
skeleton. For 0 < o < k — 1 we have: 0 1 1 =1.
0 a a+l

Decomposition of C3: To decompose the cone C3, we first add successively an edge between
the vectors (k—1,1,k), (k—2,1,k—2),(k—3,1,k),... with the last vector being (0,1, k) if k is
odd and with (0,1,0) if k£ is even. Then we obtain that the vectors (a, 1, @), ..., (e, 1,k) are in
the same triangles (see Figure 7). Now let us add those vectors and the vectors on the associated
edges successively.



350 B. KARADENIZ, H. MOURTADA, C. PLENAT, AND M. TOSUN

(s,1,k) (s-1,1,k) (s,1,k) (s+1,1,k)

fo e

0,1,0) (s+1,1,54+1) (s,1,s) (s-1,1,8-1) (s,1,8)

FIGURE 7. Decomposition of the cone C3 and of its two types of subcones

Each new subcone will be regular as we only have one of the following two cases:

e Case 1: for a < 8 <k — 1 we have

a—1 « « a+1 « o
1 1 1 =1 and 1 1 1 =1
k B B+1 k B8 B+1
e Case 2:
a+l « a a—1 « «
1 1 1 =1 and 1 1 1 =1
a+l1l B8 B+1 a—1 g pB+1

Decomposition of C4: The cone Cy is decomposed by adding successively the edges between
the vectors (k,1,m), (k —1,1,k), (k — 2,1,m 4 2),... with the last vector being (1,1, k) if k is
odd and with (1,1,k +m — 1) if k is even. Then let us add successively the vectors and the
associated edges (s,1,a) for k < a < k+m—s.

(0,1,k+m)

(s,1,k+m-s) (s+1,kk+m-s-1) (s,1,k+m-s) (s-1,1,k+m-s+1)

(k-1,1,m+1)
(k,1,m)

(k1K) ¢ 01k (sfLLE) (LK) (-1,1,k) (s,L.k)

(k-1,1,k)

F1GURE 8. Decomposition of the cone C4 and of its two types of subcones
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Each new subcone will be regular as we have: for 0 < s <k —1and for k< <k+m—s,

s—1 s s s+1 s s
1 1 1 =1 and 1 1 1 =1
k 8 B+1 k 8 B+1
or
s+1 s s s—1 S S
1 1 1 =1 and 1 1 1 =1
E+m—-s—1 8 pB+1 k+m—-s+1 g pB+1

Decomposition of C5: The cone C5 contains the vectors (s,1,k +m — s) for 0 < s < k which
are on the skeleton. For 0 < o < k, we have:

0 « a+1 k 1 0
0 1 1 =1, 1 0 0|=1
1 k+4m—-—a k+m-—-1—« m 0 1

5.2. Jet Schemes and toric Embedded resolution of A;_1; 1 ,,—1 when k > 1> m. The
graph representing the irreducible components of the jet schemes of Ay_1,;—1,m—1 projecting on
the singular locus {y = z = 0} is given by Figure 9 below.

Theorem 5.2. Let X C C3 be a surface of type Ap—1,1-1,m—1 with k > 1 > m. The monomial
valuations associated with the vectors:

e (0,1,1),(0,1,2),...(0,1,k +1)
o (s,1,8),...,(s,1,l+k—5s)1<s<m-1
o (m,1,m),...,(m,1,k+1—m)

e (m+nr,Lm+r),....(m+r1k—r) withl<r<E(km)

belong to EV(X). Moreover, these vectors give a toric birational map py, : Zs, — C3 which is
an embedded resolution of X C C?® (in the neighborhood of the origin) such that the components
of the exceptional divisor of us, correspond to the monomial valuations defined by the vectors;
hence they correspond to irreducible components of the m-th jet schemes of X (centered at the
singular locus and the intersection of X with the coordinate hyperplanes).
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° z22 —zyfz =0
° zykz =0
° 23 taz2=0
y2hH1 gk, g
o umHh _ayki—o
G2RHL o mtk, ko g
23 4 a2 4 ymtk, _ g
° zz2 =0
Legend

([k«{ém, 1, [w;m, Yif b m odd
»°

Yif k4 m even

(0.1,)k+1)

(kém 1, Ic+2m

.’(’m+1,1,¥(—'11)

» (0,1, k+m-1) @ (m-3,2k+1) ‘

(1,1,k+m-1)

(m L k+b—m)p x(o,1.k+1) e (t—1,2,k+1) °
Y ‘ 0,2,k + 2+ -2

o (m+k2,mtk) (if m+k odd)

FIGURE 9. Jets schemes of Ag_1;-1m—1

Proof. As above, we first study the positions of the vectors given in theorem 5.2:

2141

2k+1

2k+2

2k+3

2k+m-2

2k+m-1

2k+m

2k+1
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e (m+r,L,k—r)e[(m+k,2,m+k),(m,1,k):

m+k m+k m r k m T k m
1 2 1 | = 0 1 1 (=] 0 1 1 =0
k+r m+k k -r m k 0 m+k k+m
o (o, L,k+l—a)e[(mLk+1—m),(0,1,k+ )] for0<a<m:
m 0 « m 0 «
1 1 1 = 0 1 0 |=0

k+l-m k+1 k+l—« -m k+1l —a«a

If # € Z, then the dual fan can be decomposed in the same way as for the case Ax_1 x—1,m—1.
Otherwise, we have to show the subcones containing the vector (m + k, 2, m + k) are regular. In

= B=5=t and (m+ B("5), 1Lm + B(%57)) = (54 1, 25p=1). We have

this case F(55m) = k=2
ktm—1  k+m—1 ktm—1 ktm—1
=S B o m4-k 0 2= m+k 1 == m+k
1 1 2 =10 1 2 =1 and 0 1 2 =1.
7]”’;’“ 7}”’;*1 m+k 1 7}”7371 m+k 0 7’”’;*1 m+k
(]

FIGURE 10. Dual Newton fan of Ay_1;—1 m—1 with & > [ > m, and a resolution

of A574,2
6. JET SCHEMES AND TORIC EMBEDDED RESOLUTION OF Bj_1

The singularity of X C C? defined by the equations:

o m=2/(
B w2 — (M )y — ay = 0,

e m=20—1,
B (= ylh)2? - 2Rl gl

is called Bj_1 m-type singularity with £ > 2 and m > 3.
In the case where m = 2[, the jet schemes and the toric embedded resolution behaves as in the
case of Ay, k.1; so, let’s just present the jet graph presenting the irreducible components of the

jets schemes projecting over the singular locus {y = z = 0} and the axis {x = z = 0} included

in X:
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(0,1,1) “)lfﬂl), L (0,1,1)
0,1,1) T e (0,1,1)
(0,1,2) (0,1,2)
(0,1,2) (0,1,2)
(2,1,2)
L] L[]
(1,152 )i & odd,
‘/, - (0,1,k) . (0,1,k)
(0,1,k) - (0,1,k)
L5 4 ifkeven (0,1,k+1) Ve s (0.1k+1)
(0,2,k+1) (0,2,k+1)
1.k (k1K) .-
RN Ty ST : (k+1,1,k+1)
T2k :
S~ ¢
(0,2,2k+1) (12,2641) (0,2,2k+1)
(0,2,2k+1) (0,2,2k+1)
(0,3,2k+3)
/ b (L2.2k41)
(20— 1,3, 2k 4 1) (2k+1,2,2k+1). - E -
3 [ [ ] [ ] ‘ - ° [ ]
I<k+1 [>k+1

FIGURE 11. Jets schemes of By_1,,, when m = 2[

Theorem 6.1. Let X C C3 be a surface of type Bx_1,9. The monomial valuations associated
with the vectors:

e (0,1,1),(0,1,2),...,(0,1,k +1)
o (1,1,1),...,(1,1,k+1)

.

o (LLD),...,(,1,k+1)
(I+1,1,04+1),...,(1+1,1,k—1)
(14+2,1,0142),...,(1+1,1,k—2)
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o (E((I+K)/2),,E(I+k)/2), and (E((l+k)/2),1,E(l+k)/2)+ 1) if k+1 is odd.

e (0,2,2k+1)...(20—1,2,2k+ 1)
belong to EV(X). Moreover, these vectors give a toric birational map ps : Zs, — C* which is
an embedded resolution of X C C? (in the neighborhood of the origin) such that the components
of the exceptional divisor of us, correspond to the monomial valuations defined by them; hence

they correspond to the irreducible components of the m-th jet schemes of X (centered at the
singular locus and the intersection of X with the coordinate hyperplanes).

The vectors given in the theorem allows us to decompose the corresponding dual Newton fan
into regular subcones and find an embedded resolution of the singularity.

(0,2,2k+1)

(0.2.2k+1)

(21-2,2,2k+1)

I<k+1 I>k+1

FIGURE 12. Dual Newton fans of By_1,,, when m = 21

Two embedded resolutions for two special cases look as the following:

(4,1.4)

FIGURE 13. Embedded resolution of B4 ¢ and of Bs 19

In the case of Bj_j 21, there is an amazing subclass (see Section 2 below) for which the
jet schemes give a resolution which is not a subdivision of the dual Newton fan of the singularity.
So this case needs to be treated in details. There are two sub-cases to be considered which are
the cases K +1 <[ and k > I.

Let us first treat the case k + 1 < [: we start by computing the irreducible components of
the jet schemes projecting on the singular locus {y = z = 0} and the axis {x = z = 0} included
in X. And, by computing the associated vectors we obtain Figure 14:
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Theorem 6.2. Let X be of type Br_1.21—1 with k+1 <1. The monomial valuations associated

with the vectors:
e (0,1,1),(0,1,2),...,(0,1,k+1)

o (1,1,1),...,(1,1,k+1)
[}
o (k,1,k), (k,1,k+1)

(k+1,1,k+1)
0,2,2k+1)...(2k+1,2,2k + 1)

belong to EV(X). Moreover there exists a toric birational map pys, : Zs, — C3 which is an em-
bedded resolution of X C C3 such that the irreducible components of the exceptional divisor of us
correspond to the irreducible components of the m-th jet schemes of X (centered at the singular
locus and the intersection of X with the coordinate hyperplane). This yields a construction of

uy, (not canonical).

(1,0,1) ] 0,1,1
0.1,1
(2,0,1) .11 s (012
o 0.1,2
ok (1,1,2) s
o yFHl(z+2)=0 212 o
23 —x2? — yl_lzz =0
o 22 4+ylTlz2 =0
222 =0
o 22 —222=0
wy?h =0

xz22 4 ay?ktl =0

(1=1,1,1—1),-

&~
(1—=1,1,1) k)
k)
— t+3
2,1,k |
( '/)\/[/+ +
g
- R
(=11, }
(1 k+1 '_,,"(’zél,'l,‘k“+1)
. ;
» 24
0,2,2k+1
/‘A((0,2,2k+%
1 1™ (0,3,2k+1
P e
| |
A/' ,r\/’\//’
»-

(20 —2,2,2k + 1)
I<k+1

V
(2k+1,2,2k+1)

(1,0,1)
; (2,0,1)

L
CLoLD
oo ==
A

o (0,1k
0,1k
Vs 0,1k+1)
0,2)k+1)
(L K+1)
(k+1,1,k+1) .
(k2,k+1)
(1,22k+1) 4 (022k+1)
(0,2,2k+1)
~ < (1,2,2k+1)

% |

[>1+1

FIGURE 14. Jets schemes of By_1 21
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The computations are similar to the case Br_1 2;; the associated vectors with the jet schemes
give a subdivision of the dual Newton fan, thus an embedded resolution, of the singularity.

Theorem 6.3. Let X be of type By_1,21—1 for | < k. The monomial valuations associated with
the vectors

e (0,1,1),(0,1,2),...,(0,1,k+1)

(17171)7""(1)17k+1)

e (I—1,1,1—1),...,(1—1,1,k+1)

(1L,1,k+1)

e (0,2,2k+1)...(20—2,2,2k + 1)

belong to EV (X). Moreover there exists a toric birational map us, : Zs, —> C? which is an em-
bedded resolution of X C C3 such that the irreducible components of the exceptional divisor of us
correspond to the irreducible components of the m-th jet schemes of X (centered at the singular
locus and the intersection of X with the coordinate hyperplane). This yields a construction of
ws (not canonical).

I>k+1 l=k+1

FIGURE 15. Dual Newton fan of By_j 9,1 for I > k+1 (resp. | = k+ 1) and
an embedded resolution

In the case where X is of type Bj_1 91 with [ <k, the corresponding dual Newton fan
of the singularity is given with the right-hand figure of Figure 16.
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(00,1) (0.0.)

(21-2,2,2k+1)

S
~.

(21-2,2,2k+1)

(0,2,2k+1) (0,2,2k+1)

(1,0,1)

0.10) (100)

(1,0,0) (0,1,0)

(-1,1,1-1) (H1,Lk1)

FIGURE 16. Dual Newton fan of Bj_; 9,1 with { < k and it is with the vectors
of Theorem 6.3

Remark 6.4. The set of vectors above does not contain the vector @ = (2k —1+2,1,2k — 1+ 2),
thus the decomposition obtained by these vectors will not be a regular decomposition of the dual
Newton fan of the singularity.

Proof. Consider the polygons
J =1(1,0,0),(0,1,0),(0,0,1),(1,0,1), (I, 1,k + 1), (21 — 2,2,2k + 1), (I — 1, 1,1 — 1)]

and
K = [(1,0,0), (1,0, 1), (l, 1, k+ 1), (2l —2,2,2k + 1), (l -1,1,1 - 1)]

in the dual Newton fan of the singularity. In J, the vectors obtained from the jet schemes
give a regular subdivision of this polygon (following the computations of By_19;). As J is a
sub-polygon of the fan, the strict transform of X is regular on these charts. In K, we find a
subdivision by adding an edge from (1,0, 0) to (I, 1, k+1), another edge from (1,0,0) to (-1, 1, s)
for | —1 < s < k and another edge from (I,1,k + 1) to (I — 1,1,k). In this way, we obtain a
regular subdivision of K.

Since K is not compatible with the dual Newton fan, we cannot use Varchenko’s
theorem to deduce the smoothness of the strict transform of X in the charts cor-
responding to the subdivision of K by the toric map. So, we should prove this
fact:

e For this, let us first consider the cone [(1,0,0), (I—1,1,s),({—1,1,s4+1)] for I—1 < s < k;
the monoidal transformation corresponding to it is:
T = xlylflzlfl
Y=tz
z=yim ™
Then the total transform of Bj_1 9;—1 is defined by:

2s+1—1 _2s+1+1/, s—I+1 _s—1+2
{v1 21 ( 21 -

2k—s—1+2_2k—s—I+1 2k—2s+1_2k+2s—1y _
Yi 1 21 21 ) =0}

-y — 1Y

The strict transform is smooth and transversal to the exceptional divisors defined by
y1 =0and z; =0.
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e Now let us consider the cone [(1,0,0), (I—1,1,k), (I, 1, k+1)]; the monoidal transformation

corresponding to it is:
z= a1y 2
Y=l
2=yt

Then the total transform of By_1,9;—1 is :
R T T iy — 1 T ) = 0}
The strict transform is smooth and transversal to the exceptional divisors defined by
y1 =0and z; =0.
e Finally let us consider the cone [(1,0,0),(1,0,1), (I, 1, k+1)]; the monoidal transformation

corresponding to it is:

xTr = xlylzi

y=x2

z= ylzfﬂ

Then the total transform of By_1,9;—1 is :

2k+1+1/, 2 k+2—1 2 k—Il+1 _
{y127 (y12, —T1Yi21 — Y1 — 2] —x1) = 0}.

The strict transform is smooth and transversal to the exceptional divisors defined by
y1 =0and z; =0.

(21-2,2,2k+1)

(0,2,2k+1)

(-1,1,-1)

(1,0,0) (1,0,0)

i

i

i

i .

| (0.1.0)
(1-1,1,1-1)

FIGURE 17. The polygon K and an embedded resolution of By_1,9;—1 with [ <k

7. JET SCHEMES AND TORIC EMBEDDED RESOLUTION OF Cj_1 41
The singularity of X C C? defined by the equation:
2B wa? — P (xe + y2)y2k -0

is called C'y—1,141-type singularity where £ > 1 and ¢ > 2. For k = 3¢—1, we obtain the jet graph
given in Figure 18 which represents the irreducible components of the jet schemes of Cy_1 41
projecting on the singular locus {y = z = 0}.
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(0,1,1) 0
(0,1,1) 1
(0,1,2) 2
3
4
(0,1,3) 5
6
..
2k-1
2k
(0,1,k) 2k+1
2k+2]
(4,1,k-1) . (1,1,k+1)
""" (4,1,k-1) .1, (1,2,k+1)
(1,2,k+2)
»
(2.2.21(#1;"»3 .
N U (1,2,2k+1)
: (1,2,2k+2) 4k+3]
2(2k+2)= dk+4]
1,3,2k+2
(1,3,2k+2) sets
»
Lo (et Lktptkp)
2,p+ Lk} p+k ‘
(@pdLkdptkp 2p+1+2kp+2K
(2k+2)(p+1)

~.
(2,p+1.k+p+kp)
~

°~
(2,p42,p+k+kp+1)

(2k+2) (2p+1)=(2k+2)1
(2,1,(k41)1-1)

Cr—12p+1

(0,1,1)
(0,1,1)

(0,1,2)

(0,1,3)

(0,1,%)
(0,1,%)
(2,1,k) (0,2,k+1)

‘ @ T--(12k+1)

(0,2,2k)
(0,2,2k)
(0,3,2k+1)

(0,3,2k+2)

(0.p.kp)

(1,p.kp) (0,k,kp)

(1,p,(k41)p-2)
(1,p,(k+1)p-1)
(1,p,(k+1)p-1)

(2,p,(k+1)p-1)

(2,p+1,(k+1)p)

(L,p,(k+1)p)

(1.p+1,(k+1)p)

Cr—12p+2

FIGURE 18. Jet schemes of Cj_1 2py2 with k=3¢ —1

Theorem 7.1. Let X be a surface singularity of type Cr—_1i41-

associated with the vectors:
o for k=3¢—1andl=2p

o (2,1,F)
(3,1, k—1)
(41— 1)

1,1,1), ..., (1,1,k), (1, 1,k + 1)

AN = O

2k-1
2k
2k+1
2k+2

(2k+2)2-1
(2k+2)2
(2k+2)2+1

2kp-1
2kp

(2k+2)p-2
(2k+2)p-1
(2k+2)p

The monomial valuations
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- (2¢—1,1,2¢g—1),(2¢ — 1,1,2q)
- (2¢,1,2q)
- (1,1 k) (1,2,2(k+1)—-1),....,(L,p, (k+ p—1)
- (2,1,k),(2,2,2(k+1)—1),(2,3,3(k+1)—=1),...,(2,, (k+ 1)l - 1)
— (L1L,k+1),(1,2,2(k+1)),...,(1,p, (k + 1)p)
o for k=3¢g—1andl=2p+1

- (0,1,1),(0,1,2)...(0,1, k)
(1,1,1), ..., (1,1,k), (1, 1,k + 1)

- (2,1,2),..,(2,1,k)

- (3,1,3),..,(3,1,k— 1)
(4,1,4), ..., (4, 1,k — 1)

2q - 17 17 2q - 1)7 (2q - 17 17 2Q)
2q,1,2q)
1a 1 k) (17272(k + 1) - 1)7 ) (va (k + 1)p - ]-)a (va (k + 1)(p+ 1) - 1)
— (2,1,K),(2,2,2(k +1) —1),(2,3,3(k + 1) = 1), ..., (2,1, (k + 1)l — 1)
- (L,L,E+1),(1,2,2(k+1)),...,(1,p,(k+ 1)p)
belong to EV (X). Moreover there exists a toric birational map py. : Zs. — C3 which is an em-
bedded resolution of X C C? such that the irreducible components of the exceptional divisor of s
correspond to the irreducible components of the m-th jet schemes of X (centered at the singular

locus and the intersection of X with the coordinate hyperplane). This yields a construction (not
canonical) of us.

~ o~ o~ o~

The embedded resolutions are represented on the figure below.

(2,1,(k+1)1-1)

ALk+D (Lp,(k+1)p)

) @1kkD)
@1,k 1)1 (1,p,(k+1)(p+1)-1)
(2,2,2k +1) (2,2,2k +1)

(2,1, k) _ * - —-— . _(0,1,k)

(2k+2,3,2k+2) =(2q,1,2q), Sl (2k+2,3,2k+2)=(2q,1,2q)

k=3¢—1,1=2 k=3¢—1,0l=2p+1

FIGURE 19. An embedded resolution of Cy_1 ;41 when k =3¢ —1 and [ = 2p
orl=2p+1
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8. JET SCHEMES AND TORIC EMBEDDED RESOLUTION OF Dj_q
The singularity of X C C? defined by the equation:
24 (x4 y?) 22+ (2xy” — Pyt + 2%y =0

is called Dy_;-type singularity with & > 1. The jet graph is given in Figure 20 where the
irreducible components of the jet schemes of Dj_; projecting on the singular locus {y = z = 0}
and the axis {z = z = 0} included in X:

(0,1,1 (1,0,1) 0
(0,1,1 (1,0,2) 1
(0,1,2 2
(0,1,2 3
(0,1,3 4
(0,1,3 5
(0,1,4 6
(0,1,4 7
s
A
0,1,k-1 2k-2
Eo;l,k) ) (1,1,k-1) 2k-1
(0,1,k) 2k
(0,1,k) (3,1,k-1) 2k+1
(0,2,k+1)
(0,2,k+2)
(0,2,k+2) ) 2, (2,1,k+2)
(0,2,k+3) ‘
2k+6
(0,2,2k-1) o 4k-2
(0,2,2k) 4k-1
(0,2,2k) 4k
(0,2,2k)
(0,3,2k+1
(0,3,2k+2 2,2k-1)
(0,2,2k+2
(0,3,2k+3
(3,2,2k+2)
@ (4,3,3k+2) 6k+6

FIGURE 20. Jet schemes of Dy_1



THE EMBEDDED NASH PROBLEM OF BIRATIONAL MODELS 363

Theorem 8.1. Let X be a surface singularity of type Dy_1. The monomial valuations associ-
ated with the following vectors belong to EV (X). Moreover there exists a toric birational map
ps : Zs, — C3 which is an embedded resolution of X C C® such that the irreducible components
of the exceptional divisor of uy correspond to the irreducible components of the m-th jet schemes
of X (centered at the singular locus and the intersection of X with the coordinate hyperplane).
This yields a construction (not canonical) of ux.

e (1,0,1),(1,0,2)

e (0,1,1),(0,1,2)...(0,1, k)

o (1,1,1), ., (1,1,k), (2,2,2k + 1)), (1,1,k +1)
o (2,1,2), ., (2,1,k +2)

o (3,1,3),... (3, 1,k — 1)

e ...

e (m,1,m),(m,1,m+1),(m,1,m+2)

e (m+1,1,m+1)

o (3,2,2k +1),(3,2,2k +2)

When k is odd, we should add two more vectors: (m + 1,1,m + 2),(k + 2,2,k + 2), where
m = E(%).

These vectors placed in the dual Newton fan give the regular subdivision:

(0,0,1)

(4,3,3k+2)
/
(3,2,2k+2)
\.
(2,1,k+2)
N

(2.1,k41) . ©1,0
. (2.2.2k+1)

. (3.2,2k+1)

(0,1,m) if k even

(1,0,2) < @EZ I (0,1,m41) if k odd
(0.1,2)

gy (0,1,1)
(k+2,2,k+2) if k odd - —- £~ —-— 27 T

(1,0,0) (0,1,0)

FIGURE 21. Embedded resolutions of Dy_1 for Kk =2m and k =2m + 1

9. JET SCHEMES AND TORIC EMBEDDED RESOLUTION OF E7 g

The singularity of X C C? defined by the equation 2® + 2?yz + y* = 0 is called an FE7 o-type
singularity. The singular locus is {y = z = 0}.

Theorem 9.1. Let X be a surface singularity of type E; . The monomial valuations associated
with the vectors: {(0,1,1),(0,2,1),(0,1,2),(0,1,3), (1,1,1), (1,1,2), (1,2,2), (1,2,3), (1,2,4),
(2,2,3), (2,3,4), (2,3,5), (3,3,4), (3,4,5), (3,4,6), (4,5,7), (5,6,8)} belong to EV(X). There
exists a toric birational map us : Zx, — C3 which is an embedded resolution of X C C? such
that the irreducible components of the exceptional divisor of uy correspond to the irreducible
components of the m-th jet schemes of X (centered at the singular locus and the intersection of
X with the coordinate hyperplane). Moreover this yields a construction (not canonical) of ps.

Following almost the same process as in the case of Eg o, we continue until m = 22 to obtain
the following jet graph:
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(0,1,3)
(0,1,3)

FIGURE 22. Jet schemes of F7

The vectors corresponding to the irreducible jet schemes give the following subdivision, which
is an embedded resolution of X:

(0,0,1)

(1,2,4)

(0,1,1)

(0,1,0)

(1.2,3)

. (2,3,4)
(3,4,5)

(5,6,8) RERT

FIGURE 23. An embedded resolution of E7
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10. JET SCHEMES AND TORIC EMBEDDED RESOLUTION OF Ej 7

The singularity of X C C? defined by the equation:
By a2t =0

is called Ejy 7-type singularity. The singular locus is {y = z = 0}. The jet graph representing
the irreducible jet schemes is obtained as:

(9,6,10)

FIGURE 24. Jet schemes of Ey 7

Theorem 10.1. Let X be a surface of type Ey 7. The monomial valuations associated with the
vectors {(0,1,1),(0,2,1),(1,1,1), (0,3,2), (1,1,2), (1,2,2), (2,1,2), (2,2,3), (3,2,3), (3,2,4),
(3,3,4), (4,3,5), (5,3,5)) (5,4,6),(6,4,7),(7,5,8),(9,6,10)} belong to EV(X). There exists a
toric birational map ps : Zs, — C3 which is an embedded resolution of X C C3 such that the
irreducible components of the exceptional divisor of ux correspond to the irreducible components
of the m-th jet schemes of X (centered at the singular locus and the intersection of X with the
coordinate hyperplane). Moreover this yields a construction (not canonical) of ps.
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(0,0,1)

(3,2,4)

(6,4,7) B

(9,6,10) LN 3,3.4)

(2,1,2)

(1,0,0) ’ ! ¥ (0,1,0)
,0, (7.5.8) (5,4,6) 111

(3,2,3)
(5,3,5)

FIGURE 25. An embedded resolution of Ey 7

11. JET SCHEMES AND TORIC EMBEDDED RESOLUTION OF Fj_;
The singularity of X C C? defined by the equation:
B (x4 y?)2? + 20y 4+ (22 + Py =0
is called Fj_1-type singularity. The singular locus is {y = z = 0}.

Theorem 11.1. Let X be a surface singularity of type Fir_1. The monomial valuations associ-
ated with the vectors:

e (0,1,1),...,(0,1,k)

o (1,1,1),...,(1,1,k+1)

o (2,1,2),...,(2,1,k+1)

e (3,1,3),...,(3,1,k)

.

o (a,1,b)

o (2,2,2k+1),(3,2,2k +2),(4,2,2k + 1), (6,2,2k) ... (c,2,d)

o (4,3,3k+2),(5,3,3k +2),(7,3,3k + 1),(9,3,3k) ... (2k + 3,3, 2k + 3)
o (3k+2,3,3k+2) if k=3m+1

with
o (a,1,0) = (35,1, 252) and (c,2,d) = (45,2, 4555) if k = 3m for m € N;
e (a,1,b) = (3,1, 25 and (¢,2,d) = (22,2, 2588 if k = 3m + 1 form € N
o (a,1,b) = (2L 1, 2545) gnd (¢,2,d) = (42 2 2kET) if | = 3m + 2 for m € Nx
3 3 3 3
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belong to EV (X). Moreover there exists a birational map px : Zs, — C® which is an embedded
resolution of X C C? such that the irreducible components of the exceptional divisor of ys corre-
spond to the irreducible components of the m-th jet schemes of X (centered at the singular locus
and the intersection of X with the coordinate hyperplane). Moreover this yields a construction

(not canonical) of ps.

The jet graph representing the irreducible components of the jet schemes projecting on the

singular locus is given by:

'/l‘ (c,2,d)

./i(3k+2,1,3k+2)

(0,1,1)
(0,1,1)
(0,1,2)
(0,1,2)
(0,1,3)

(0,1,k-2)
(0,1,k-2)
(0,1,k-1)
(0,1,k-1)
(0,1,k)
(0,1,k)
(0,1,k)
(0,2,k+1)

(0,2,2k)

. 2k
(3,2,2k+1) (0,2,2k+1)

(4,2,2k+1) (0,2,2k+2)

o (64,4k+3)

FIGURE 26. Jet schemes of F}_1
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(6,4,19)

(22 10)
(0,0,1)
(1,1,5)

@15 /]

(5,3,14) « "/
(4,2,9) '
(7,3,13)

T .(4,3,14)
©.1.4) (2,2,9)

G.1.4) . ‘((‘).1 3)

(11,3,11) (©.1.2)

L »
(1,0,0) (0.1,0)

FIGURE 27. An embedded resolution of Fj

12. JET SCHEMES AND TORIC EMBEDDED RESOLUTION OF H,,
The singularity of X C C? defined by the equation:
o 23+ 2?y(x+y* 1) =0 where n =3k — 1
o 23+ 2y¥z 4 23y = 0 where n = 3k
o 23+ ayFtly + 23y% =0 where n =3k + 1
is called H,-type singularity.

Theorem 12.1. Let X be a surface of type H,. The monomial valuations associated with the
vectors:

1. n=3k-1

e (2,0,1),(3,0,2)

o (0,1,1),(1,1,2),...(k—1,1,k)

o (0,2,1),(1,2,2),...(2k —2,2,2k — 1)

e (0,3,1),(1,3,2),.. (3k—3,3,3k—2)

e (1,0,1),(1,1,1),(2,1,2),...(k, 1, k)
2. n=3k

e (2,0,1))

o (0,1,1),(1,1,2),...(k, 1,k +1)

o (0,2,1),(1,2,2),...(2k — 1,2, 2k)

e (0,3,1),(1,3,2),...(3k — 2,3,3k — 1)

o (1,0,1),(1,1,1),(2,1,2),...(k,1,k)
3. n=3k—-1

o (0,1,1),(1,1,2),...(k, 1,k +1)

o (0,2,1),(1,2,2),...(2k, 2,2k + 1)
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e (0,3,2),(1,3,3),...(3k — 1,3,3k + 1)
e (1,0,1),(1,0,2),(2,0,1)
o (1,1,1),(2,1,2),...(k,1,k)

belong to EV(X). Moreover there exists a toric birational map py. : Zs, — C3 which is an em-
bedded resolution of X C C3 such that the irreducible components of the exceptional divisor of s
correspond to the irreducible components of the m-th jet schemes of X (centered at the singular
locus and the intersection of X with the coordinate hyperplane). This yields a construction (not

canonical) of py.

The tree representing the irreducible components of the jets schemes projecting on the singular
locus {z = z = 0} and the axis {y = z = 0} included in X is the following:

3k-5,2,3k:5)
(3k-5,3,3k-4 :
(3k-5,3,3k-4)
(3k-5,3,3k-4)
(3k-5,3,3k-3)
(3k-5,3,3k-3)
(3k-5,3,3k-3)
(3k-5,2,3k-2

)

n=3k

(k,3,k+2)
(k,3,k+2

0 (2k2.2k41)

FIGURE 28. Jets schemes of H,,

o(k,1.k)

(k,1,k41)

k+1,1,k+1)
(k41,1,k42)

(k,2,k41)

12448y

s (2k,2,2k+1)
(2k,2,2k+2)
(2k,2,2k+2)

n=3k+1

369
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An embedded resolution for each case is represented on the figure below:

(-1,1,k)
(2K-2,2,2k-1)

(3K-3,3,3k-2) __

(k,Lk) —-—

(3,0,2)

(3K-3,3,3k-2)

(0.0,1)
(0,0,1) oo
(0,1,1)
(1,0,1) (k-1,1¥) (k-1,1.k)
(k222k1) (22D 0,2,1)

(0.1.0)

@02 (ol FBIED g

(1,3.2) (03.1) (1,0,0)
n=3k-1
(0.0,1)

(2,0,1) (0,2,1)

(3-2,3,3k+1) (0,3,1)

(1,0,0) - (0,1,0)

(3k-2,3,3k+1) (0,0,1)

(1.0.2)
( : (0,3,1) 2.0.1)
20,1
(1,0,1)
(2K-1,2,2K) (k,1,k-1)
©.0,1) (2k-1,2,2K) .
2ot - v 03,1
(3k-2,3,3k+1)  (1,0,0) 010  (3k233k+1)

n=3k

FIGURE 29. Embedded resolutions of H,,
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(0,0,1)

(2,0.1) (0,3,2)

/
(3k-1,3,3k+1)

(1,0,0)

(0,0,1)
(3K-1,3,3k+1)

(2k,2,2k+1) (1,0,2) (1.0.2)

(k,1k+1)

3k-1,3,3k+1)

(2k,2,2k+1)  (k,Lk+1
(k,1,k)

(1,0,0) (2,0,1) (3k-1,3,3k+1) 0,3,2)

n=3k+1

F1GURE 30. Embedded resolutions of Hsj 41
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TOPOLOGY OF COMPLEMENTS TO REAL AFFINE SPACE LINE ARRANGEMENTS

GOO ISHIKAWA AND MOTOKI OYAMA

ABSTRACT. It is shown that the diffeomorphism type of the complement to a real space line arrangement
in any dimensional affine ambient space is determined only by the number of lines and the data on multiple
points.

1. INTRODUCTION

Let &/ = {{;,s,...,44} be a real space line arrangement, or a configuration, consisting of affine
d-lines in R?. The different lines ¢;,¢ j(i # j) may intersect, so that the union Uj’zlﬁi is an affine real
algebraic curve of degree d in R possibly with multiple points. In this paper we determine the topological
type of the complement M (<) := R3\ (UL, £;) of <7, which is an open 3-manifold. We observe that the
topological type M (/) is determined only by the number of lines and the data on multiple points of <7
Moreover we determine the diffeomorphism type of M (7).

Set D" := {x € R" | ||x|| < 1}, the n-dimensional closed disk. The pair (D' x D/, D’ x d(D’)) with
i+j=n, 0<i,0<j,is called an n-dimensional handle of index j (see [17][1] for instance).

Now take one D3 and, for any non-negative integer g, attach to it g-number of 3-dimensional handles
(D} x D}, D7 x (D})) of index 1 (1 < k < g), by an attaching embedding

o:| |[(D}xd(D})) — o(D?) =S$*

[Co

k=1

such that the obtained 3-manifold
By :=D*Uy(LIi_, (Df x D}))
is orientable. We call B, the 3-ball with trivial g-handles of index 1 (Figure 1.)

FIGURE 1. 3-ball with trivial g-handles of index 1.

Note that the topological type of B, does not depend on the attaching map ¢ and is uniquely deter-
mined only by the number g. The boundary of B, is the orientable closed surface ¥, of genus g.
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Let </ be any d-line arrangement in R>. Let t; = t;,(.</) denote the number of multiple points with
multiplicity i, i = 2,...,d. The vector (fy,¢4_1,...,t2) provides a degree of degeneration of the line
arrangement 7. Set g :=d + Z?zz(i — 1)¢;. In this paper we show the following result:

Theorem 1.1. The complement M(</) is homeomorphic to the interior of 3-ball with trivial g-handles
of index 1.

Corollary 1.2. M(</) is homotopy equivalent to the bouquet \/§_, S'.

The above results are naturally generalised to any line arrangements in R"(n > 3).

Let o7 = {{1,0,...,44} be a line arrangement in R" and set M (/) := R"\ (UL ,¢;). Again let #;
denote the number of multiple points of .7 of multiplicity i, i = 2,...,d. Setg:=d +Z§i:2(i —1)t;. Then
we have

Theorem 1.3. M(</) is homeomorphic to the interior of n-ball B, with trivially attached g-handles of
indexn—?2.

Thus we see that the topology of complements of real space line arrangements is completely de-
termined by the combinational data, the infersection poset in particular. Recall that the intersection
poset P = P(4) is the partially ordered set which consists of all multiple points, the lines themselves
l1,0,...,0; and T = R" as elements, endowed with the inclusion order. Then the number #; is recovered
as the number of minimal points x such that #{y € P | x <y,y # T} =i and d as the number of maximal
points of P\ {T'}.

Corollary 1.4. M(</) is homotopy equivalent to the bouquet \/§_, 2.

In particular M (/) is a minimal space, i.e. it is homotopy equivalent to a CW complex such that the
number of i-cells is equal to its i-th Betti number for all i > 0.

Even for semi-algebraic open subsets in R”, homotopical equivalence does not imply topological
equivalence in general. However we see this is the case for complements of real affine line arrangements,
as a result of Theorem 1.3 and Corollary 1.4.

By the uniqueness of smoothing of corners, and by careful arguments at all steps of the proof of
Theorem 1.3, we see that Theorem 1.3 can be proved in differentiable category.

Theorem 1.5. M(<) is diffeomorphic to the interior of n-ball By with trivially attached g-handles of
index n—2.

Note that the relative classification problem of line arrangements (R”, Uld:lé;) is classical but far from
being solved ([6] for instance). Moreover there is a big difference in differentiable category and topo-
logical category. In fact even the local classification near multiple points of high multiplicity i, i > n+2
has moduli in differentiable category while it has no moduli in topological category. The classification
of complements turns to be easier and simpler as we observe in this paper.

The real line arrangements on the plane R? is one of classical and interesting subjects to study. It is
known or easy to show that the number of connected components of the complement to a real plane line
arrangement is given exactly by 1+ g using the number g = d + Zfizz(i — 1)t;. This can be derived from
Corollary 1.4 by just setting n = 2. For example, it can be shown from known combinatorial results for
line arrangements on projective plane (see [4] for instance). In fact we prove it using our method in the
process of the proof of Theorem 1.3. Therefore Theorem 1.3 and Corollary 1.4 are regarded as a natural
generalisation of the classical fact.

Though our object in this paper is the class of real affine line arrangements, it is natural to consider
also real projective line arrangements consisting of projective lines in the projective space RP", or corre-
sponding real linear plane arrangements consisting of 2-dimensional linear subspaces in R"*!. However
the topology of complements in both cases are not determined, in general, by the intersection posets,
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which are defined similarly to the affine case. In fact there exists an example of pairwise transversal lin-
ear plane arrangements % and %’ in R* with d = 4 such that the complements M(%) and M (') have
non-isomorphic cohomology algebras and therefore they are not homotopy equivalent, so, not homeo-
morphic to each other ([19], Theorem 2.1).

A linear plane arrangement in R* is pairwise transverse if and only if the corresponding projective
line arrangement is non-singular (without multiple points) in RP3. Non-singular line arrangements in
RP3, which are called skew line configurations, are studied in details (see [6, 13, 15, 16] for instance).
Moreover, the topology of non-singular real algebraic curves in RP? is studied, related to Hilbert’s 16th
problem, by many authors (see [8] for instance). Also refer to the surveys on the study of real algebraic
varieties ([5, 14]).

It is natural to consider also complex line arrangements in C" = R?". The topology of complex
subspace arrangements in C", in particular, homotopy types of them is studied in detail (see [10, 19] for
instance). Then it is known that the intersection poset turns to have more information in complex cases
than in real cases. Refer to [12, 20], for instance, on the theory on the homotopy types of complements
for general subspace arrangements.

In §2, we define the notion of trivial handle attachments clearly. In §3, we show Theorem 1.3 and
Theorem 1.5 in parallel, using an idea of stratified Morse theory ([3]) in a simple situation. We then
realize a difference of topological features between the complements to line arrangements and to knots,
links, tangles or general space graphs (Remark 3.8). In the last section, related to our results, we discuss
briefly the topology of real projective line arrangements and real linear plane arrangements.

The authors thank Professor Masahiko Yoshinaga for his valuable suggestion to turn authors’ attention
to real space line arrangements. They thank also an anonymous referee for his/her valuable comments.

2. TRIVIAL HANDLE ATTACHMENTS
First we introduce the local model of trivial handle attachments.

Let j <n. Let S/ C R" be the sphere defined by x +--- +x7 +x; = L,xjy1 =0,...,%,1 = 0, and
d(D/) =81 =8/N{x, =0}. Let e, € R" be the vector defined by (e;); = &;. Then define an embedding
®: D"/ xS/ — R" by

‘5(l1,-~,tnfj71,tn7j,x) =x4hep—1+ - Fth—jo1€j41 X,
which gives a tubular neighbourhood of S/ in R”. Set
Qst = &S|Dn—j><a(Dj) D" xS SR ¢ R”,

which gives a tubular neighbourhood of §/~! in R"~! = {x, = 0}. We call @ the standard attaching map
of the handle of index j. Note that the embedding ¢g; extends to the standard handle @ : D"~/ x D/ — R",
which is defined by

— d / J
CD(tl,...,tn,jfl,tn,j,xl,...,Xj) =0 (tl,...,tnj17tnj,x1,...,xj,0,...,0, 1—Zi=1xl-2) s

attached to {x, <0} along ¢g;.

Let M be a topological (resp. differentiable) n-manifold with a connected boundary dM.

Let p € dM. A coordinate neighbourhood (U,y), v : U — w(U) C R""! x R around p in M is
called adapted if v : U — R" is a homeomorphism of U and y(U) N {x, < 0} which maps U NdM into
R = {x, = 0}.

Now we consider an attaching of several handles of index j to M along dM. We call a handle attaching
map @ : ||t (D}’ x d(D])) — M trivial if there exist disjoint adapted coordinate neighbourhoods
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L,W1),s---,(Up, W) on M such that ¢ % ) C rand Yo : % ) S5 R xRis
U U M such that ¢(D; ’ x d(D})) C Uy and D/ xd(D]) - R xR
the standard attachment for k = 1,...,¢. (Figure 2)

FIGURE 2. Trivial handle attachments: the casesn=3,j=1,/=1landn=4,j=2,0=2.

Then MU, (Ui:l (szj X Di)) is called the manifold obtained from M by attaching standard handles

and the topological type of M does not depend on the attaching map ¢ but depends only on j and /.
Moreover if M is a differentiable manifold, then the diffeomorphism type of the attached manifold is
uniquely determined by the smoothing or straightening of corners (see Proposition 2.6.2 of [17] for
instance). Note that the diffeomorphism type of the interior does not change by the smoothing.

Note that, if ¢ is a trivial handle attaching map, then ¢|_ o)) ° 0 x d(D{) — dM is unknotted and

(p||_|1, (0%l - LIt_, (0 x 8(Di)) — dM is unlinked (see Figure 4). Therefore we can slide the trivial
k=1 k

attachment mapping | |{_, (Dz_j X 8(Di)) to an embedding into a disjoint union to an arbitrarily small
neighbourhoods of any disjoint £ number points on dM up to isotopy (cf. Homogeneity Lemma [9]).

Remark 2.1. The assumption that dM is connected is essential. For example, let
M={xeR"|-1<x,<1}.

Then we have at least two non-homeomorphic spaces by different attachments of two trivial handles of
index 1 (Figure 3).

/

FIGURE 3. Non-homeomorphic attachments of trivial handlesn =3, j =1,/ =2.

We see that iterative trivial attachments gives a homeomorphic (resp. differentiable) manifold to the
manifold obtained by the simultaneous trivial attachments.

Lemma 2.2. Let M’ be a topological (resp. differentiable) n-manifold with connected boundary oM’
Suppose M' is homeomorphic (diffeomorphic) to a space My :== M Uy (|_|£:1(DZ*] X D,JC)) obtained,
from a topological (differentiable) manifold M with connected boundary, by attaching k number of trivial
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handles of index j. Then the space M := M' Uy (Uii’é’ﬂ (DZﬁj X Di)) obtained from M' by attaching

m number of trivial handles of index j is homeomorphic (diffeomorphic) to the space

M; =M Uy ( || (D} x Di))

k=1
obtained from M by attaching ¢+ m number of trivial handles of index j.

See Figure 4 for the case j = 1.

S 7 w— NI

FIGURE 4. Sliding of trivial handle attachments.

Proof of Lemma 2.2. Let f : M{ — M’ be a homeomorphism (resp. a diffeomorphism). Then

~

F(U; 7 xD)))
k=1

is not contained in dM’. Then we slide, up to isotopy, the attaching map ¢’ : Uii’énﬂ (D Zij x 8D£) — oM’
0 " : Uiir/.nﬂ (Dy "’ x dD;) — dM’ such that

(o0 exxomt)) oo (LT (o1 7o0f) ) <o

Consider ¢ := @ |f o™ : Uii’l”(szj X 8D£) — dM. Then M, is homeomorphic (resp. diffeomor-
phic) to M3. m|

3. AFFINE LINE ARRANGEMENTS

Letn > 2.

We consider line arrangements in R” or more generally consider a subset X in R” which is a union
of finite number of closed line segments and half lines. Then X may be regarded as a finite graph (with
compact and non-compact edges) embedded as a closed set in R” (Figure 5). Here we admit vertices of
valency 1.

FIGURE 5. A line arrangement and a space graph
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Take a unit vector v € §"~! C R”" and define the height function % : R" — R by A(x) := x- v using
Euclidean inner product. Choose v so that

(1) v is neither perpendicular to any line segments nor half lines in X.

(ii) For each c, the hyperplane /(x) = ¢ of level ¢ contains at most one vertex of X.

Note that there exists a union X of finite number of great hyperspheres such that any unit vector in
sl \ I satisfies the conditions (i) and (ii).

After a rotation of R”, we may suppose h(x) = x,. We write x = (x',x,), where X' = (xq,...,X,—1)-
Set M = R"\ X and, for any c € R,

Mc.:={xeM|x,<c}, Mc.:={xeM|x,<c}.

Let V C X be the set of vertices of X. Set V = {uj,uz,...,u;},c; = h(u;) and C = h(V) = {c1,c2,...,¢r }
withc) < cp < -+ <y

Though the following lemma is clear intuitively, we give a proof to make sure.

Lemma 3.1. The topological (resp. diffeomorphism) type of M<. is constant on c¢; < ¢ < c¢j+1 and the
topological (diffeomorphism) type of M. is constant on c¢; < ¢ < ci+1, i = 0,1,...,r, with
co = —00,Cpy1 = oo. Here Moo means M itself.

Proof': First we treat the case i < r. Take a sufficiently large R > 0 such that
{xeX |ci <xy <ciyr,|¥|| >R/2} =0.

Consider the cylinder
C:={xeR"|¢; <xy <cit1,|¥|| <R}

Then € := {IntC\ X,X NC,dC} is a Whitney stratification of C. The function /& : C — (c;,ciy1) is
proper and the restriction of 4 to each stratum is a submersion. Now we follow the standard method (the
proof of Thom’s first isotopy lemma [11, 7]) to show differentiable triviality of mappings. Note that the
flow used in the proof of isotopy lemma is differentiable in each stratum. For any € > 0, take a vector
field n over (c;,ciy1) such that 1 =0 on (c¢;,c;i+€/2) and n = d/dy on (c; + €,ci+1), where y is the
coordinate on R. Then 7 lifts to a controlled vector field £ over C such that & tangents to each stratum.
We extend & |, to {x € R" | ¢; < x, < ¢iy1, [|X']| > R} via the retraction x = (¥, x,,) (ﬁRx’,xn) and to
{x€R" | x, <c;+€/2} by letting it 0, and we have an integrable vector field & on {x € R" | x,, < ;11 }. By
integrating &, we have a homeomorphism of M<. and M for any ¢,c” € (¢;,c¢;+1) and a diffeomorphism
of M, and M_ for any c¢,c’ € (c;,ci+1]. Note that the differentiable flow of the vector field may not be
defined through x, = ¢; 4 but it gives a diffeomorphism of M. and M, .

Second we treat the case i = . Consider the quadratic cone ||x'|> — Rx2 = 0 in R”. Supposing
cr+1 > 0 after a translation along x,-axis in necessary, and taking R sufficiently large, we have that
XN{x €R"|c,41 < x,} lies inside of the cone ||x'||> — Rx2 < 0. Now set

D:={x €R" | c,11 < xp, ||X'||* — Rx2 <0},
and consider the proper map 4 : D — (c,41,°0) with the Whitney stratification
2 :={IntD\ X,XND,dD}.

For any € > 0, take a (non-complete) vector field 1) over (c¢,1,°0) such that 1 =0 on (¢,41,¢r+1 +€/2)
and 1 = (1+y%)d/dy on (c,11,%). We lift N to a controlled vector filed & over D and then over R”.
Then, using the integration of &, we have a diffeomorphism of M. and M for any ¢, ¢’ € (¢;,ciy1), and
a diffeomorphism of M. and M_ for any ¢,c’ € (¢;,cit1]. In particular we have that M. for ¢, < ¢
is diffeomorphic to M itself. m|
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Remark 3.2. The topological (resp. diffeomorphism) type of M. (resp. h~!(c)\ X) is not necessarily
constant at ¢ = ¢jy|.

We observe the topological change of M., when ¢ moves across a critical value c; as follows:

Lemma 3.3. Let u be a vertex of X and let ¢ = h(u). Let s = s(u) denote the number of edges of X which
are adjacent to u from above with respect to h.
Then, for a sufficiently small € > 0, the open set M. ¢ is diffeomorphic to the interior of
s—1
Mc—e J(||(DF < D7),
¢ =1
obtained by an attaching map
s—1
A ine n—2 ~1 _
Q:| |D*x9(D" ) — h ' (c—&)\X =9(M<c—e) C M<c—e,
i=1
of (s — 1) number of trivial handles of index n — 2, provided s > 1.
In particular M ¢ is diffeomorphic to M—._¢ if s = 1.
If s =0 then M., is diffeomorphic to the interior of M<._¢ Uq,(D1 x D"~ obtained by an at-
taching map @ : D' x d(D""') — h™'(c — &)\ X of a (not necessarily trivial) handle of index n — 1.
(See Figure 6.)

N
r ///\\/ /\

FIGURE 6. Topological bifurcations.

Remark 3.4. In the case s = 0, the handle attachment is not necessarily trivial since the core of the
attachment does not necessarily bounds a disk. (See Figure 13.)

Remark 3.5. Note that if » = r(u) denotes the number of edges of X which are adjacent to p from below
with respect to /, then the intersection X N4~ (c — €) consists of r-points in the hyperplane 4~ (c — €)
and thus 4! (c — &) \ X is a punctured hyperplane by r-points.

Remark 3.6. Note that locally in a neighbourhood of each vertex u of X, the topological equivalence
class of the germ of a generic height function 4 : (R”,X,u) — (IR,c) is determined only by s and r, the
numbers of branches. This can be shown by using Thom’s isotopy lemma ([7]).

Proof of Lemma 3.3. For sufficiently small 0 < € < &', Mc._¢ \ M. is a space

{xeR"|c—€ <h(x)<c—g}
deleted r-half-lines. We may suppose the intersection X N4~ !(c — €) lies on a line, up to a diffeomor-
phism of M<._.. We delete r-small tubular neighbourhoods of the half-lines from the half space, then
still we have a diffeomorphic space to Mc.—¢ \ M<. . Then we connect the r-holes by boring a se-
quence of canals without changing the diffeomorphism type of complements. See Figures 7 and 8. The

boring a canal means, in general dimension, to delete D' x D"~! along the line segment connecting the
holes.
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............................

FIGURE 8. Boring a canal does not change the topology of ground.

First let s = 1. Then the resulting space is diffeomorphic to M. ;¢ \ M<._,s. The diffeomorphism is
taken to be the identity on M<._s and it extends to a diffeomorphism between M._ and M. This

shows Lemma 3.3 in the case s = 1.
Next we teat the case s = 2,7 = 0. The topological change from M,._, to M., is give by digging

a tunnel, which is, equivalently, given by a handle attaching of index n — 2. In fact, we examine the
topological change of the complement to
U= {(0,xp—1,%) € R" | (=2 <1 <2,x, =0) or (x,—1 = —2,x, > 0) or (x,—1 =2,x, >0)},
in R” when x,, goes across x, = ¢ = 0. Take the closed tube T of radius 1 of LI. Then for the complement
M =R"\ T, M, is diffeomorphic to the interior of the half space {x, < 0} attached the handle
1
H={xeR"|-1<x,_1 <1, 3 §x%+---+xﬁ_2+x%§2, Xn >0},

along
1
HN{x, <0} ={xeR"| -1 <x, <1, ng%+---+x,%,2§2}.

The pair (H,H N {x, < 0}) is diffeomorphic to the pair (D* x D"2,D* x dD""?), where the core
(0 x D"~2,9D"~2) corresponds to
(442 42 =1,%_1=0x,>0} and {x}+---+x> ,=1,x,_,=0,x,=0}.

Note that the latter bounds an n — 1-dimensional disk {x% +--- —|—x,2172 <1,x,—1 = 0,x, = 0}, which does
not touch the boundary dM_,. See Figures 9 and 10.

SJaea/
\\-// ~

FIGURE 9. Digging a tunnel is same as bridging for the topology of ground.
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The same argument works for any r. See Figure 10 for the case s = 2,r = 2. Note that complements
to “X” and “H” are diffeomorphic. See Figures 10, 11 and 12.

FIGURE 11. Trivial handle attachment and topological bifurcation.

In general, for any s > 2, the topological change is obtained by attaching trivial s — 1 handles of index
n—2. See Figure 12.

S

..............................

FIGURE 12. The case s =3,r = 2.

In the case s = 0, contrarily to above, the change of diffeomorphism type is obtained by an attaching
not necessarily trivial handle. See Figure 13.

FIGURE 13. Topological change in the case s = 0.

When n = 2, the topological bifurcation occurs just as putting s — 1 number of disjoint open disks.
Thus we have Lemma 3.3. m|
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First let us apply Lemma 3.1 and Lemma 3.3 to the case n = 2.

For a ¢ € R of sufficiently large |c|, supposing a generic height function is given by i = x, as above.
Then M<. (resp. M) is diffeomorphic to the half plane {x, < ¢} (resp. {x, < ¢} deleted d number
of half lines. The number of connected components is equal to 1 4+ d. By passing a multiple point of
multiplicity i, then by Lemma 3.3, we see that the number of connected components of M<. (resp. M)
increases exactly by (i — 1). Thus, after passing all multiple points, the number of connected components
of M, which is homeomorphic to M(7), is given by 1 +d + Y49, (i — 1)t;.

Proof of Theorem 1.5. For a ¢ € R with ¢ < 0, the space M<. (resp. M) is diffeomorphic to the half
space {x, < c} (resp. {x, < ¢} deleted d number of half lines. By passing a multiple point of multiplicity
i, for a sufficiently large c, the space M<. is obtained by attaching i — 1 number of trivial handles of index
n—2, by Lemma 3.3. After passing all multiple points, the space M<, is diffeomorphic to the space
obtained by attaching Zj-j:z(i — 1)t; number of trivial handles of index n — 2 to the half space deleted d
number of half lines. Then M, is diffeomorphic to the interior of B, with g =d + Y4 ,(i — 1)t;. By
Lemma 3.1, for ¢ € R with 0 < ¢, M, is diffeomorphic to M(.<7). Hence we have Theorem 1.5. O

Proofs of Theorem 1.3 and Theorem 1.1. Theorem 1.3 follows from Theorem 1.5 and Theorem 1.1
follows from Theorem 1.3 by setting n = 3. O

Remark 3.7. Let X be a subset of R” which is a union of finite number of closed line segments and half
lines. Then similarly to the proof of Theorem 1.1 using Lemma 3.3, we see that, if there exists a height
function A : R" — R satisfying (i)(ii) such that /|x : X — R has no local maximum, then the complement
R"\ X is diffeomorphic to the interior of n-ball with trivially attached g-handles of index n — 2, for some
g. If X C R" is compact, then any height function has a maximum, so non-trivial attachments may occur.

Remark 3.8. The knot complements have more information than line arrangement complements. For
example, it is known that, for knots K, K’ C §°, if §*\ K and S° \ K’ are homeomorphic, then the pairs
(S3,K) and (S3,K’) are homeomorphic ([2]). Taking account of it, consider (R3, X) for a line arrangement
o ={l,....0q} in R? and X := U~ 4 C R and its one-point compactification ($3,X). Then the
complement S \ X is homeomorphic to M(.e7) and to By, which depends only on the number

d
gZd-l-Z(i— 1)1‘,‘,
i=1

=

while g does not determine the topological type of the pair (S*,X) in general.

4. PROJECTIVE LINE AND LINEAR PLANE ARRANGEMENTS

Let o = {[1, .. ,é;, .. ,[d} be a real projective line arrangement in the projective space RP" and
let Z = {Ly,Ls,...,Ly} be the real linear plane arrangement in R"*2 corresponding to /. Then the
complement M (%) of % is homeomorphic to the link complement S" "M (%) times R~(, where "
is a sphere in R"! centred at the origin. Moreover S" N M(2) is a double cover of M (557) for the
corresponding projective line arrangement o inRP".

Take a projective hyperplane H C RP" such that H intersects transversely to all lines Zi, 1<i<d, and
that H does not pass through any multiple point of </. Then identify RP" \ H with the affine space R"
and the affine line arrangement .« obtained by setting ¢; := ZI \ H C R". Take a ball

D'={xeR"||x]|<r}CR"

for a sufficiently large radius r such that interior of D" contains all multiple points of .« and the boundary
d(D") = §"! intersects transversally to all lines ¢;,1 <i < d. Then the closure U of U := RP"\ D"
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is regarded as a tubular neighbourhood of H in RP". The closure U is homeomorphic to the space
("1 x [-1,1])/ ~, where (x,t) ~ (—x,—t). Let ay,...,axq be disjoint 2d points in §*~!.
Let Wk’“1 C 5"~ ! be a sufficiently small open disk neighbourhood of a;, (1 < k < 2d). Set
N:=8s""\W"! and N:=(Nx[-1,1])/~ (C (8" ' x[~1,1])/~).

Then N is an n-dimensional manifold with boundary N, which is doubly covered by a “punctured shell”
N x [—1,1] (see Figure 14).

FIGURE 14. Punctured shell.

Thus we observe

Proposition 4.1. The intersection U "M (@ is homeomorphic to the interior of N. The complement
M(</) C RP" is homeomorphic to the interior of Bg\Uy N for an attaching embedding ¢ : N — 9 (By).

The homeomorphism class of M(<) is determined by the isotopy class of the embedding ¢. The em-
bedding ¢ is determined by the intersection of M(</) and a hypersphere of sufficiently large radius in
R

Proof: We see that the intersection of M(<7) and a hypersphere of sufficiently large radius in R” is
homeomorphic to the sphere deleted 2d-points. Then we have Proposition 4.1 by Theorem 1.3. O
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